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ABSTRACT
Email is an indispensable network communication tool both
in our daily life and working.The role information of a spec-
ified community entity can be discovered by data mining.
This paper we will build the hierarchy structure of EN-
RON Corporation by ENRON email corpus. To resolve
this problem, we firstly resolve role recognition problem of
Email network, through Social Network Analysis tools and
based on analysis of communication behaviors and email
content. Then, use functional hierarchy building algorithm
and Greedy algorithm to structure the hierarchy tree and
apply evaluation functions to estimate the accuracy of the
hierarchy relationships . Enron’s top managers’ organization
structure is set up based on SNA and email dataset. The
analysis result have a certain reference value and practical
significance.
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1. INTRODUCTION
Since the origin of the social network, it had a re-definition

and cultures are varied, but, the key technological features
– (1) ‘keep in touch with others’ and (2) ‘identity manage-
ment’ – are consistent. And Social Network sweep the world
in a short period. More and more of life is now displayed
online, and more and more digital traces are generated by
online activities.

Social network is a combination of a number of individ-
uals, or organizations and the connection between them.
Through the study of social network theory, we can try to
discover the relationships behind these communications, and
apply it to information recommendation, e-commerce and
so on. Emails, as an important part of the social network
within companies, has become the most efficient communi-
cation platform for cooperation and informations sharing.
However, how to figure the hierarchy structure as well as
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core person such as CEO form a great deal of dataset is a
tough problem.

To investigate the social structure, social network analysis
combines both network and graph theories and has become
one of the key techniques in sociology and management sci-
ences. The network is composed of nodes representing in-
dividuals and edges representing interactions and relations
between individuals.

As we will try quantify the communication between as was
already done by several other analyzes...

Enron was a famous energy company in the last decades,
but it went bankrupt within several weeks in 2002. Financial
fraud, more specifically insider trading, rarely cause a com-
pany to go bankrupt, however the financial fraud at Enron
was well-designed and institutionalized having taken place
for several years. What’s more the direct involvement of
higher management made attracted the focus of the public
and led to the scandal.

Research on hierarchy structure was presented on this pa-
per based on the email communication history

1.1 Dataset description
The Enron Corporation‘s email dataset is an online source

which is publicly available set. And this data was collected
and prepared by the CALO project during the judicial pro-
cessing against the Enron Corporation in 2002. Then, to
reuse the dataset on social researching, email dataset was
purchased by MIT. Several research on NLP (natural lan-
guage processing) and SNA is based on this corpus.

2. RELATED WORK
Let us start the related work section with: in the future

work directions Hardin et al. (2014) said ”We are not aware
of any studies that carefully interpret the significance of high
rank in centrality measures in the context of the company’s
hierarchy”[4].

Zhou et al. proposed an algorithm to create a hierarchy
structure based on a local measure of number of emails ex-
changed between two employees rather than the whole graph
[7]. They haven’t performed a quantitative evaluation of
their algorithm. As one of the experiments we carried out,
we’ve implemented their algorithm and evaluated it, a more
detailed description can be found in the Experiments sec-
tion.

Creamer et al. proposed a score S, which represents social
hierarchy importance [2]. The score ∈ [0, 1], is defined as a
weighted average of a variety of metrics from SNA, among
others: network centralities, clustering coefficient, number of



cliques an employee belongs to, average response time. They
haven’t published the weights for their score saying that
the appropriate contribution, i.e. weight, of each (measure)
will vary by situation and organization, and therefore can
be adjusted to achieve more accurate results in a variety
of cases. Once they calculated the score for each employee
they, partitioned the employees into levels by putting all the
employees with score from 0.8-1.0 on the top level, users with
social scores from 0.6-0.8 are placed on the next level down
and so on. To evaluate the quality of such partition they
compared the distribution of job titles on each level, they
reported that indeed the average level of senior manager
titles (CEO, director) is higher than the average level for
the regular employees.

Agarwal has manually compiled a gold standard for En-
ron organization hierarchy [1]. Thanks to the gold hierarchy
they were able to compare two approaches to a problem
of predicting the direction of dominance relation between
a pair of employees. Obviously the baseline solution is to
guess the dominance relation, this will yield an accuracy of
0.5. As their approach they have decided to pick a simple
measure of degree centrality, so for a pair of employees con-
nected by a dominance relation, the supervisor is the one
with higher degree centrality, this approach resulted in an
accuracy of 87.58%. In comparison a sophisticated NLP
approach that identified phrases which signal workplace hi-
erarchy [3] achieved an accuracy of 82.37%.

3. RESEARCH QUESTIONS

• Analyzing Enron email corpus doesn’t require Big Data
tools.

• The hierarchy of Enron can be reliable reconstructed
from the employees’ emails.

• The hierarchy should be reconstructed by looking at
emails exchanged not only between the core employees.

• If a person A is connected to two people B, C with
comparably high importance scores, the A’s supervisor
is the person to whom A is more strongly connected.

• Employees high in the reconstructed hierarchy were
important to the scandal.

4. SOCIAL NETWORK ANALYSIS
A social structure made of nodes or individuals that are

related to each other by various interdepedencies like friend-
ships, administration, etc.

4.1 Social capital
On the employee level, social capital could define as the

potential resource that an individual controlled within a so-
cial network. The social capital is a different conception
compare with economical capital or other capitals. The dif-
ference is that the social capital is behind in the social rela-
tionships. Individuals cannot govern the social capital like
what they do for other capitals. The cooperation with other
individuals is the essential for the use of social capital.

Structural hole is the gap within the social network and
individuals around the hole cannot directly connect with
others. However, powerful or influential people could control

the information stream if he or she bridged entities around
the hole.

Individuals could increase their social capital by linking
or bridging the un-connected groups.

4.2 Overview of centrality measures
We would like to introduce the three centrality measures

which we will be using throughout this paper and on which
we’ve built our algorithm.

For the sake of completeness we have included tables for
each centrality showing the top ten employees according to
a given centrality in the Appendix.

4.2.1 Degree Centrality
Degree centrality is the first one and the easiest one. De-

gree is the most direct way to measure the importance of a
node in the network, as it is defined as the number of links
the node has:

CD(v) = deg(v) (1)

4.2.2 Closeness Centrality
Closeness centrality of a node u is the reciprocal of the

sum of the shortest path distances from u to all n− 1 other
nodes. As the sum of distances depends on the number of
nodes in the graph, closeness can be normalized by looking
at the mean distance instead of the sum. So the formula to
calculate closeness centrality is as follows:

• Average Distance:

Davg(v) =
1

|V | − 1

∑
u6=v∈V

d(v, u) (2)

• Closeness Centrality:

CCloseness(v) = (Davg(v))−1 =
|V | − 1∑

u6=v∈V d(v, u)
(3)

Intuitively we can see high closeness of a node equates to
it being in the center of the graph, however it doesn’t say
anything about how crucial the node is, it might happen
that the removal of the node doesn’t affect the speed of
information diffusion.

4.2.3 Betweenness Centrality
A node’s betweenness is the number of shortest paths be-

tween other nodes that pass one node. The formula to cal-
culate the betweenness centrality CB is:

CB(v) =
∑

s 6=v 6=t∈V,s<t

ζst(v)

ζst

where ζst is the number of shortest paths between node
s and t, and ζst(v) is the number of shortest paths between
node s and t that pass through v.

While describing closeness centrality we mentioned that
the removal of a node with high closeness might not af-
fect the speed of information diffusion, this is in contrast to
the betweenness. Removing a node with betweenness higher
than 0 will affect the speed of information diffusion.

5. PROJECT SETUP



5.1 Choice of Enron dataset
Since 2004 when the original Enron email dataset was

published, the official version has been not only modified
to remove sensitive messages not related to the scandal, but
also researchers have created a cleaned up version of the
corpus available for example as MongoDB databases[1]. As
a practice exercise we have decided to use the official version
without attachments 1, which is 1.42GB of plain text emails,
spread through folders for each core employee. We haven’t
used the version available on the cluster (50GB compressed),
as we didn’t consider attachments to be important for our
analysis.

5.2 Cleaning the data
The data was cleaned and analyzed in Python. Following

steps were taken to clean-up Enron data:

• parsing emails using Python’s email module.

• identifying email aliases for each core person

• removing duplicates by keeping an md5 hash of
sender#recipient#content

• serializing only the email metadata: FROM, TO, CC
and Date fields, in JSON for further processing.

Key statistics:

• 491 thousand emails

• 234 thousand unique emails

• 52% percent of emails are duplicate

• graph, core, 4 244 edges

• graph, all, 6 388 248 edges

• around 10 minutes to cleanup the data on a commodity
laptop

6. EXPERIMENTS

6.1 Problem statement
Recreate organisational hierarchy tree based on email cor-

pus.

6.2 Email network graph
We will create an email network graph G = (V,E,w),

by looking at the email metadata, more specifically at the
fields: From, To, CC list.

6.2.1 Set of nodes
There are two natural choices for the set of nodes:

1. only the nodes for core 156 Enron employees, as we
are predicting the hierarchy only for them

2. a node for every employee

Obviously the set of nodes we choose, significantly alters the
graph and centrality measures. The biggest difference can be
observed for degree centrality, if the graph is limited to only
the core employees the degree centrality could theoretically
reach 156, this doesn’t hold anymore for the graph of all
employees.

1https://www.cs.cmu.edu/ ./enron/

6.2.2 Edge weight
There is a variety of ways for defining the edge weight.

• Hardin et al. [4] defined the edge weight w as:

w(u, v) = |Mu,v|+
∑

c∈Cu,v

1√
1 + |c|

(4)

where Mu,v is the set of emails sent from u to v and
Cu,v is a multi-set of CC lists that contain both u and
v, as a result the fewer people are mentioned by an
email the greater this email contribution to the score
of mentioned people.

• De Choudhury et al. [6] took the geometric mean of
sent-received counts as the weight, w(u, v) =

√
Mu,v ·Mv,u.

• Zhou et al. defined the edge weight w(u, v) more sim-
ply, as the number of emails that mention u and v in
any of the fields [7].

• Agarwal et al. considered an un-weighted graph and
added a link between two employees if one sends at
least one email to the other (who can be a TO, CC, or
BCC recipient) [1].

• We wanted to experiment with edge weight, as given
by the cosine similarity:

cos(θ) =
A ·B
‖A‖‖B‖ =

n∑
i=1

AiBi√
n∑

i=1

A2
i

√
n∑

i=1

B2
i

(5)

where Ai = 1 if the user A was mentioned by i-th
email, otherwise Ai = 0.

6.2.3 Filtering edges
In their research De Choudhury et al. analyzed the effect

of filtering out the edges with weight below a threshold τ on
graph structure for Enron data [6]. Their conclusions were
there isn’t a clearly optimal value for the threshold.

We have discovered that a different approach to filtering
edges produces better results for visualizing Enron network.
We used cosine similarity as the edge weight for the visu-
alization. Without edge filtering the resulting network was
unreadable, as everyone seemed connected to everyone and
no clear structure was visible. We tested different values for
the cut-off threshold τ , but the people highest in the hier-
archy had low similarity values with other employees. This
means they are the ones to become disconnected first as the
τ increases.

That’s why we’ve chosen a different approach where each
node marks to keep edges with n most similar neighbors.
After this filtering a node u can have more than n neighbors,
as each neighbor of u could have marked to keep u as its
neighbor.

6.3 Gold standard for Enron organisational
hierarchy

Most previous research either haven’t performed quanti-
tative evaluation or only looked at job titles, for example,
trying to predict the quality of the hierarchy by counting
the number of dominance pairs in which the person being
supervised has a higher job title than the supervisor [7][2][1].



RELATED WORK
Next, we review related work on power and hierarchy in the
workplace. We also discuss analytic efforts similar to ours:
work aimed at extracting socially relevant information from
text. Finally, we conclude this section with research sparked
by the Enron email corpus.

Power and Hierarchy
We focus on two bodies of research most relevant to this work:
hierarchy and power in CSCW and linguistics research. From
its earliest days, CSCW has been concerned with the relative
power of individuals collaborating over networked systems
(e.g., [3, 30]). For example, [3] reports on the role of power
and status in an early CSCW system called The Coordina-
tor. In recent years, we’ve seen power and hierarchy in the
emerging social computing literature [2, 28]. For example,
researchers have looked at Wikipedia through the lens of
power, where people exercise it informally by marking terri-
tory with templates [28] and formally through the Wikipedia
bureaucracy [2].

Social structures like power also leak into the words we
use. (See [31] for an overview from a linguistic perspec-
tive.) For example, managers often employ directives (as
might be expected), but also wrap those directives in hedging
phrases to make them more palatable to those under them
(e.g., “when you have time” as a euphemism for “now”). For
years, researchers accepted the common wisdom that men use
directives more when talking to subordinates, but recent work
has shown that women use just as many when put in similar
contexts [32]. Bosses will often inject humor to soften the
blow of their words and to build loyalty [12]. They also use
collective talk (e.g., “let’s all give it a try”) to build support
for themselves as leaders [33]. We look for evidence of this
theory later in the paper when we examine the structure of
the most predictive phrases.

Processing Text for Social Information
Social scientists have been interested in the interpersonal
dimensions of text for decades. Much of this work, including
the well-known LIWC [23], descends from Harvard’s Gen-
eral Inquirer [27], a dictionary for measuring social science
concepts in unstructured text. In recent years, researchers
have applied more refined and targeted dictionary techniques
(e.g., [6, 9, 11]). For example, in [6] the authors demonstrate
that a dictionary-based method can compute happiness over
a wide variety of modern text corpora, like blogs.

Over the last decade or so, roughly corresponding to the rise
of the social internet, the natural language processing com-
munity has also moved into this space. Whereas the methods
above employ dictionaries vetted by experts, machine learn-
ing research applies algorithms to learn its social concepts
directly from data. Most notably, techniques for inferring sen-
timent have exploded. (See [22] for a review.) Meta projects
like SentiWordNet have fused the dictionary and machine
learning approaches, generating reusable dictionaries by over-
laying many experiments that predict the same dependent
variable (i.e., sentiment) [7]. Our work follows in this tra-
dition: we aim to learn from existing data and produce a
reusable dictionary of power and hierarchy.

CEO President

Vice President Director

In-House Lawyer

Manager Trader

Specialist Analyst

Employee

Figure 1. A visual depiction of the hierarchy of Enron job titles. We use
the job titles of senders and recipients to determine whether an email
goes up or down the hierarchy.

The Enron Corpus
The purchase of the Enron corpus after the company’s col-
lapse [15] sparked many new email studies. ([25] presents
the corpus’s basic descriptive statistics.) Using the corpus,
researchers have inferred important nodes in social networks
[26], improved spam filtering [18] and developed new NLP
techniques for name resolution [4].

We are not the first to search the corpus for signs of power and
hierarchy. Relevant to the present work, [5] and [24] show
how social network features (computed across the network
inferred from all messages) can signal power relationships. In
[19], the researchers show that a small set of unigrams (single
words) have predictive information for inferring power rela-
tionships. [19] inspired this work. We build on it by closely
studying the power of words and phrases, aiming for insight
into why and how people construct hierarchy through CMC.
We think this approach (i.e., features rather than black box
accuracy) is more relevant to the CSCW community.

METHOD
To search for hierarchy in text, we turn to two datasets: the
Enron email corpus [15] and an Enron job titles dataset. The
Enron email corpus is the only large email dataset available to
researchers. It contains 517,431 email messages sent by 151
people over the span of nearly four years [25]. The job title
dataset, formed from trial documents by researchers at Johns
Hopkins and USC1, contains titles for 132 Enron employees.
For example, it maps Jeffrey Skilling to CEO and Michelle
Lokay to Employee, Administrative Assistant.

Pairing this dataset with an account of the ranks of each job
title within Enron’s corporate culture [21], we were able to
fit each employee into a rank within the company. Figure 1
presents the relative ranks of job titles. CEOs and Presidents
have the highest rank; Vice Presidents and Directors report
to CEOs2; In-House Lawyers follow next; Managers and
Traders form the next two levels; Specialists and Analysts sit
at the hierarchy’s second lowest level, above Employees. By
combining all three sources of data, we can say that an email

1http://www.isi.edu/~adibi/Enron/Enron.htm
2We made custom rules for Sally Beck, Rod Hayslett, Rick Buy
and Jeff Dasovich, all of whom held special positions within Enron.
Dasovich was an appointed liaison between Enron and government
investigators; we discarded his email entirely.

Figure 1: A visual depiction of the hierarchy of En-
ron job titles.[3]

To enable more accurate evaluation of Enron hierarchy
prediction Apoorv et al. have complied a gold-standard hi-
erarchy, which they extracted manually from pdf files (with
names similar to ”org-chart.pdf”)[1]. The gold-standard con-
tains information for 1,518 employees, this translates to 13,724
dominance pairs. As this dataset is freely available upon
request, we have obtained it from Apoorv. The dataset de-
scribes 3 types of relations:

1. person A supervises person B

2. team T contains person A

3. person A manages team T

Our goal was to build a hierarchy tree for the core em-
ployees, to do that we have joined the relations (supervise,
contain and manage) together and filtered out nodes other
than core employees. In more detail, a supervise relation:
A→ b→ c→ D, becomes A→ D, where A and D are core
employees and b, c aren’t. As we have checked using only
relation supervise doesn’t create one tree but many small
trees. This could be explained by that fact we were able to
find any relation information for 82 out of 156 core employ-
ees. What’s more there are some instances when a person
belongs to two teams and thus when joining the three re-
lations together it may happen that a person will have two
supervisors. As can be seen on figure 4, out of the 58 people
4 people have 2 two supervisors. To make sure the hier-
archy extracted from the gold-standard makes sense, we’ve
checked it manually.

6.4 Evaluation metric
The evaluation metric will be based on the similarity of

predicted hierarchy tree and gold standard hierarchy tree
[1]. There is no widely accepted tree similarity metric. Let
P be the relation of being a direct supervisor, thus for a di-
rected graph E(u, v) = P (u, v). Let P ∗ denote the transitive
closure of P , thus the dominance relation.

The dominance relation labels each possible dominance
pair as positive, when the dominance occurs and negative
when it doesn’t. This shows we can treat the task of com-
paring the predicted dominance relation P and true domi-
nance relation PTrue as a binary classification problem. In
this framework the True Positives are P ∗ ∩ P ∗True, the True
Negatives are P ∗ ∩ P ∗True. This creates a classic confusion
matrix.

There are several measures to express the predictive qual-
ity, for instance Accuracy (True Positives + True Negatives
/ Total Population) and Recall (True Positive / Condition
Positive). Depending on which measure we want to optimize
we will construct the algorithm differently later on.

Let us analyze Accuracy measure first, because it takes
into account both True Positives and True Negatives an al-
gorithm optimized for Accuracy may return a set of trees,
since joining the trees may require adding edges which are
False Positives, thus decreasing the True Negative rate and
Accuracy.

We don’t run into the same problem if we use Recall,
joining several trees together can’t decrease the Recall. It
can on increase it as we add more dominance pairs that may
happen to be true. This is the reason why we will be using
Recall for our evaluation.

Recall(P, PTrue) =
|P ∗ ∩ P ∗True|
|P ∗True|

(6)

A different statistic for evaluating a hierarchy was pro-
posed by Creamer et al., for each role (e.g. CEO or trader)
they calculated the mean level in hierarchy of people with
this role [2].

6.5 Recall of a random hierarchy
Because the problem of recreating a hierarchy is quite

hard, personally we didn’t have any intuition of what score
to expect from a random solution. Comparing your solution
to the random one is important as it might happen that
centrality measures are negatively correlated with position
in the true hierarchy and also it quantifies how hard your
problem is. In a problem where random solution scores 0.50
accuracy your algorithm should score at least 0.51.

The mean recall of 100 random hierarchy trees is only
0.027.

The random trees were built in a following way, the list
of nodes were permuted and sequentially a next node from
the permuted list of nodes were attached to any of the nodes
already present in the tree.

6.6 Functional hierarchy building algorithm
We will introduce a template for a hierarchy tree build-

ing algorithm. The algorithm takes a weighted un-directed
graph as input. Let Nu be the set of neighbors of u.

g(u) = u ≥ maxv∈NuC(v) (7)

Parent(u) =

{
u g(u)

arg maxv∈Nu
αw(u, v) + (1− α)C(v) !g(u)

(8)
where w(u, v) is the weight of the edge (u, v), α ∈ [0, 1]

is a trade-off factor between similarity and centrality, C is
based on a centrality.

The algorithm can return a set of trees in two cases, when
the graph is composed of multiple connected components or
a node has centrality equal to the maximum centrality of
its neighbors. Because our goal is to maximize Recall and
we can always connect the trees together without decreasing
Recall, the final step of the algorithm is to connect the roots
of trees to the root of the biggest tree.

6.6.1 Evaluation
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The true dominance relation we prepared based on the
gold standard contains 184 dominance pairs for 58 employ-
ees. Our best result had a recall around 14%, this means
our hierarchy had only 26 true dominance pairs. However
the recall of a random hierarchy is only 2.7%, so our al-
gorithm performs significantly better than chance. Having
said that, the inescapable conclusion is we weren’t able to
reliably predict organizational hierarchy based on centrality
measures.

Our another finding is that while choosing between pos-
sible supervisors S(A) for node A the approach of looking
at the centrality and taking into account how strongly A is
connected to each of them produces comparable or slightly
worse results than ignoring the connection strength (aka
weight) for degree and betweenness centralities. The excep-
tions to this are closeness centrality and degree centrality
without filtering weak connections (edges).

By looking at the plots it becomes apparent that the there
is a certain amount of edge filtering that produces the best
results which is consistent for the three centrality measures
we tested. Notably as the filtered graph contains from 289
to 640 edges (t=0.2 and 0.1 accordingly, 640 edges translates
to average degree of 8.5).

The way filtering edges has significant impact on the al-
gorithm can be easily explained by the fact we are using
traditional un-weighted centrality measures, and not the
weighted centrality measures, which were introduced in 2010
[5].

For the sake of completeness we have also evaluated our
algorithm for a graph with nodes for all employees, the recall
is consistently lower and only sightly better than chance
(baseline of random hierarchy), see figure 2 in Appendix.
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6.7 Greedy hierarchy building algorithm
Zhou et al. proposed a greedy algorithm for a weighted

directed graph, which adds edges with highest directionality
first [7].

g = DirectedGraph()

has_parent = set()

while pairs.not_empty():

(u, v), score = pairs.pop_with_max_score()

if v not in has_parent:

g.add_edge(u, v)

has_parent.add(v)

The algorithm can be written equivalently in a functional
form. For a weight w describing the directionality of super-
vision relation between u and v, where w(u, v) = −w(v, u),
the algorithm is:

Parent(u) =

{
u maxv∈Nu w(v, u) < 0

arg maxv∈Nu
w(u, v) otherwise

(9)
If we define w(u, v) = C(u) − C(v), then the algorithm be-
comes identical to the ”functional” hierarchy algorithm with
α = 0.

6.7.1 Evaluation
Zhou et al. [7] published his paper in 2005 before the gold

standard for ENRON hierarchy [1] was prepared in 2012,
thus his work didn’t include a quantified evaluation. We
have implemented and evaluated his approach.

Zhou et al. [7] considered a heuristic based on following
formulae:

P (u | v) =
support(u ∩ v)

support(v)

Supervises(u, v) = P (u | v)− P (v | u)

= support(u ∩ v)

(
1

support(v)
− 1

support(u)

)
Intuitively the formula can be interpreted as u is likely to
supervise v if they exchanged plenty of emails and u is men-
tioned by considerably more emails than v. It is worth not-
ing that Supervises(u, v) = w(u, v) for the algorithm above.
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One of the obvious observation is that the Zhou’s algo-
rithm isn’t as sensitive to the amount of edge filtering as
our algorithm, this can be easily explained by the fact that
Zhou uses a local measure based on the amount of emails ex-
changed by the two users, as opposed to a centrality which
is based on the graph as a whole. More directly an edge
with a high score will most likely result in an edge in the
hierarchy tree and this edge is unlikely to get filtered once
again because of its high score.

Another observation is the fact that our algorithm per-
forms significantly better than Zhou’s (recall of around 14%
vs 10%).

7. VISUALIZATION
We used D3.js for the two of our visualizations, the hierar-

chy tree and connection graph. The hierarchy tree is linked
to the connection graph, by clicking on a node in the tree the
connection graph with edges highlighted for this node will be
shown. As already described in the edge filtering section we
used cosine similarity for the strength of connection between
the users additionally to make the graph more readable we
are displaying only the connections with 6 most similar em-
ployees for each employee. The people facing convictions are
marked red on the hierarchy tree.

8. CONCLUSIONS
We have shown that social network analysis of Enron

email corpus can be done on a commodity laptop without
the use of any Big Data tools.

We have shown the problem of reconstructing the organi-
zational hierarchy is hard by calculating the recall (2.7%) of
a baseline solution that is of a random hierarchy. Our al-
gorithm based on centrality measures performs siginifcantly
better than chance (recall of 14%) and better than the al-
gorithm introduced by Zhou (recall of 10%). However con-
sidering the recall scores are unarguably low, we have to
say that the organizational hierarchy of Enron can not be
reliably reconstructed from employees’ emails.

By comparing the results for algorithm running on the
graph with nodes for all employees versus the graph with
nodes for only the core employees, it becomes apparent the
hierarchy reconstruction should be performed only based
on emails exchanged between core employees ignoring other
emails to non-core employees.

An indisputable observation is the importance of edge fil-
tering for the performance of an algorithm based on central-
ity measures. The optimal level of filtering we have found for
Enron corpus removes more than 85% of edges (640 edges
for t=0.1 to 4244 edges in total means 15% of edges are left
intact).

Another way of taking into account edge weight was the
idea to break a tie, when multiple our neighbors have identi-
cal centrality score by choosing the one with whom we have a
stronger connection. Our results demonstrate this has min-
imal influence on the score and can be omitted from future
work.

Finally by looking at the generated hierarchy tree, figure
5, it is hard to observe any correlation between the position
in hierarchy and importance to the Enron scandal.
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APPENDIX
Core, email count, t=0, 4244 edges.



Table 2: All, email count, t=10, degree, filtered to
show core

Rank Employee Role score
0 beck-s Employee 0.21
1 kean-s Vice President 0.20
2 allen-p N/A 0.16
3 lavorato-j CEO 0.16
4 shively-h Vice President 0.16
5 jones-t N/A 0.15
6 presto-k Vice President 0.15
7 shankman-j President 0.14
8 shapiro-r Vice President 0.14
9 hodge-j Managing Director 0.14

Table 3: Core, email count, t=0, degree
Rank Employee Role score
0 allen-p N/A 0.78
1 presto-k Vice President 0.78
2 lavorato-j CEO 0.77
3 swerzbin-m Trader 0.74
4 shively-h Vice President 0.72
5 grigsby-m Manager 0.72
6 sturm-f Vice President 0.72
7 arnold-j Vice President 0.72
8 arora-h Vice President 0.71
9 neal-s Vice President 0.71

Table 4: Core, email count, t=0, closeness
Rank Employee Role score
0 allen-p N/A 0.82
1 presto-k Vice President 0.82
2 lavorato-j CEO 0.82
3 swerzbin-m Trader 0.80
4 shively-h Vice President 0.78
5 grigsby-m Manager 0.78
6 sturm-f Vice President 0.78
7 arnold-j Vice President 0.78
8 arora-h Vice President 0.77
9 neal-s Vice President 0.77

Table 5: Core, email count, t=0, betweenness
Rank Employee Role score
0 scott-s N/A 0.02
1 williams-w3 Director 0.02
2 dean-c Trader 0.02
3 scholtes-d Trader 0.02
4 zufferli-j Employee 0.02
5 presto-k Vice President 0.01
6 swerzbin-m Trader 0.01
7 forney-j Manager 0.01
8 campbell-l N/A 0.01
9 causholli-m Employee 0.01

Table 6: Core, cosine sim, t=0.1, closeness
Rank Employee Role score
0 allen-p N/A 0.43
1 shively-h Vice President 0.42
2 presto-k Vice President 0.41
3 sturm-f Vice President 0.41
4 neal-s Vice President 0.41
5 martin-t Vice President 0.40
6 swerzbin-m Trader 0.40
7 arora-h Vice President 0.40
8 lavorato-j CEO 0.39
9 davis-d N/A 0.38

Table 7: Core, cosine sim, t=0.1, degree
Rank Employee Role score
0 quenet-j Trader 0.19
1 allen-p N/A 0.19
2 donohoe-t Employee 0.18
3 neal-s Vice President 0.18
4 shively-h Vice President 0.16
5 sturm-f Vice President 0.16
6 martin-t Vice President 0.15
7 grigsby-m Manager 0.14
8 mckay-b Director 0.14
9 benson-r Director 0.13
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Figure 3: Results for functional hierarchy building algorithm, for all employees (not only core), based on
degree centrality

Figure 4: A visual depiction of the hierarchy of Enron job titles.[3]



quenet-j perlingiere-d

dorland-c

arora-h

geaccone-t

haedicke-m

farmer-d

dean-c

badeer-r

schoolcraft-d

keiser-k

king-j

keavey-p

hyatt-k mcconnell-m

hain-m

semperger-c

ermis-f

zipper-a

hernandez-j

forney-j

lavorato-j

benson-r

donohoe-t

scholtes-d

causholli-m

pimenov-v

hendrickson-s

fossum-d

allen-p

williams-w3

blair-l

tycholiz-b

griffith-j

staab-t

ward-k

presto-k williams-jschwieger-j heard-m

dickson-s

derrick-j

baughman-d rapp-b

cuilla-m

lokay-m

davis-d

shively-h

love-p

platter-p

jones-t

symes-kwolfe-jring-a

linder-e

martin-t zufferli-j

ruscitti-k

steffes-j

ring-r

kean-s

nemec-g

saibi-e

mann-k

guzman-m

cash-mbrawner-s

scott-s

motley-m

hyvl-d

kaminski-v

stepenovitch-j

grigsby-m

swerzbin-msturm-f

shapiro-r

neal-s holst-k

richey-cmclaughlin-e

kuykendall-t

mccarty-d

sager-e

arnold-jlay-k

meyers-a

smith-m

weldon-c

carson-m

horton-s

lenhart-mmims-thurston-p

shackleton-s

pereira-s

beck-s

kitchen-l

may-l

townsend-j

germany-c

whitt-m

panus-s

lewis-abuy-r

giron-d

bass-e

hayslett-r

maggi-m

white-s

lokey-t

rogers-b

gay-r

taylor-m

slinger-r

sanchez-m

quigley-d

south-s

gang-l

sanders-r

dasovich-j

hodge-j

storey-g

delainey-d

lucci-p

shankman-j

salisbury-h

donoho-l

watson-k

solberg-g

skilling-j

thomas-p

mckay-b

reitmeyer-j

tholt-jmckay-j

corman-s

campbell-l parks-j

bailey-s

Figure 5: Hierarchy as created by our implementation of Zhou’s greedy algorithm, for minimum emails
exchanged between two users set to 3, which produced the best Recall


