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Protocols are given for allowing a “prover” to convince a “verifier” that the prover knows 
some verifiable secret information, without allowing the verifier to learn anything about the 
secret. The secret can be probabilistically or deterministically verifiable, and only one of the 
prover or the verifier need have constrained resources. This paper unifies and extends models 
and techniques previously put forward by the authors, and compares some independent 
related work. c 1988 Academic Press, Inc. 

1. INTRODUCTION 

Assume Peggy (“the prover”) knows some information. For instance, this could 
be the proof of a theorem or the prime factorization of a large integer. Assume 
further that Peggy’s information is veriJiable, in the sense that there exists an 
efficient procedure capable of certifying its validity. In order to convince Vie (“the 
verifier”) of this fact, Peggy could simply reveal the information to him so that he 
could perform the certifying procedure himself. This would be a maximum disclosure 
proof, since it results in Vie learning all the information. He could therefore later 
show it to someone else and even claim it to have been his originally. 
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POWERFUL THEOREM

If (Single-Round) IP is sound against local provers 

Then augmented (S-R) IP where 3rd prover mimics 
one of the first 2 is sound against entangled provers 

Then also 2-out-of-3 version.

Julia Kempe, Hirotada Kobayashi, Keiji Matsumoto, Ben Toner, and Thomas Vidick 

Entangled Games Are Hard to Approximate

https://epubs.siam.org/author/Kempe%2C+Julia
https://epubs.siam.org/author/Kobayashi%2C+Hirotada
https://epubs.siam.org/author/Matsumoto%2C+Keiji
https://epubs.siam.org/author/Toner%2C+Ben
https://epubs.siam.org/author/Vidick%2C+Thomas
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Demonstrating that a Public Graph 

can be 3-Coloured 

Without Revealing Any Knowledge About How

Claude Crépeau


