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ABSTRACT

Coprocessor hardware like graphics processors is frequently used to accelerate computations. Many applications achieve an increased throughput when processing data that is cached on the coprocessor, compared to the host processor alone. This does usually not apply to real world applications for two reasons. Firstly data sizes often exceed a coprocessor’s memory capacity. Secondly it is desirable to compute on all available processors simultaneously and to manage the load condition, the work should be distributed evenly between processors. For both reasons extensive data transfers are necessary, which has lead to blaming the bus systems to be the dominating bottleneck for coprocessing. Especially for memory intensive workloads like in database query processing the advantages can marginalize when data transfers and memory accesses are not used carefully.

We investigate this set of problems in the context of databases by executing joins on multiple heterogeneous processors. We run a single pass join concurrently on CPU and GPU that is based on state-of-the-art hashing algorithms. We achieve an optimal load balancing and find that additional heterogeneous processors can substantially increase the overall throughput. Even when joining data sizes beyond a coprocessor’s memory capacity, throughput is rarely limited by the PCIe link.

When executing the join jointly on GPU and CPU, we observed an effect that has not been discussed in previous work. As shown in Fig. 2, the overall performance degrades as we add more CPU resources to compute the join. We attribute this to memory transfers between host and coprocessor, that encounter a race condition on main-memory. When executing a join concurrently on GPU and CPU, the overall throughput degrades, when the host system is put under stress (see Figure 1 and 2). The CPU is prioritized and steals bandwidth from the GPU although more GPU utilization would be more efficient. We consider main-memory bandwidth as performance factor for coprocessing and aim to find ways to optimize resource utilization.
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