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ABSTRACT

We propose a novel privacy-preserving distributed infrastructure in

own data collection accessible to others within the community, and
also being able to query, tag, and comment on the global collection

which data resides only with the publishers owning it. The infras-
tructure disseminates user queries to publishers, who answer the
at their own discretion. The infrastructure enforcqsualisherk-

anonymityguarantee, which prevents leakage of information about
which publishers are capable of answering a certain query. Given

"

that is the union of all local data of users within the community.
Recent events have called attention to the pressing need to en-
ance the infrastructure of online communities to enable freedom
of speech without fear of retribution against the community users.
People have come to learn that their online blogs along with the

mainstream news websites can be easily censored, or worse, the
true identity behind their online nicknames can be revealed. This
information can be used to censor or discriminate certain individ-
uals pertaining to various online activist groups or dissidents. To
fully deliver on the promise of freely exchanging data, any commu-

the virtual nature of the global data collection, we study the chal-
lenging problem of efficiently locating publishers in the community
that contain data items matching a specified query. We propose
a distributed index structure, UQDT, that is organized as a union

of Query Dissemination Trees (QDTSs), and realized on an overlay - o -
(i.e., logical) network infrastructure. Each QDT has data publishers Nity-Supporting infrastructure needs to enforce the key requirement
.of preserving the privacy of publishers. That is, there should be no

as its leaf nodes, and overlay network nodes as its internal nodes; ) . . A -
each internal node routes queries to publishers, based on a sum&aSy Way for any third party to infer the identity of publishers of

mary of the data advertised by publishers in its subtrees. We exper-do_l(fﬁmen_ts on specific_topicsbl_ hi . lud
imentally evaluate design tradeoffs, and demonstrate that UQDT IS privacy-preserving publishing requirement precludes some

can maximize throughput by preventing any overlay network node obvious a.pproaches that reuse and build on_existing cer)t_ralized
from becoming a bottleneck technologies, e.g., search engines, hosted online communities, etc.

) ) . While these models are designed to handle the large number of po-
Categories and Subject DescriptorsH.2.4 [Database Manage-  tential publishers and the dynamic nature of published data, en-
ment]: Systems-Distributed databases abling a straightforward query access to the global data collec-
General Terms: Design, Performance tion, the downside is that publishers aisintermediatedrom con-

sumers by the central site: (i) The central site has control over the
1. INTRODUCTION visibility of publishers to user queries, and can effectively censor

During the last decade, the web has enabled unparalleled acces®ublishers by choosing to not index them; and (ii) The central site
to the vast amount of electronic data that is continually being cre- has complete knowledge of all information created and advertised
ated, and search engine technology has made it feasible to issudy Publishers. Even under the unrealistic assumption that the cen-
queries and locate web sites that contain data of interest to a user. tral site is trusted by publishers, the site is vulnerable to third-party

As the web evolves, two significant new trends are emerging. censorsand attackers.

First, write access to the web is becoming increasingly democratic ~ For this reason, we advocate a decentralized approach where
as it is easier for a large number of users to create and publish datghere isno central authority, and the global data collectiorvis

on a wide variety of topics; this is evident from the proliferation of ~tual. More specifically, we make the following contributions.

blogs, Wikis (e.g., Wikipedia), user-generated videos and photos, 1. We propose a distributed privacy-preserving publishing in-
etc. Second’ itis becoming easier to form web communities basedfrastructure in which data resides Only with its owner. The infras-
on shared interests; this is evident in the considerably popularity tructure disseminates user queries to publishers, who answer them
of social networking sites like Facebook and MySpace. With the at their own discretion. Moreover, the way publishers advertise
confluence of these two trends comes the natural desire to freelytheir data, in order to receive relevant queries, is designed to pre-
exchange data within the community — this includes making one’s Vent any third party from pinpointing which publisher advertises
what data (even when extensively colluding with or attacking com-
munity members).

2. Given the virtual nature of the global data collection, we ad-
dress the challenging problem of efficiently disseminating queries
to publishers that contain data items matching a specified query.
We propose a distributed index structure, UQDT, that is organized
as a union ofjuery dissemination tre¢QDTs), and realized on an
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overlay (i.e., logical) network infrastructure. Each QDT has data retrieval applications, data items are text documents, and the CDs
publishers as its leaf nodes, and overlay network nodes as its in-are the terms appearing in them. In relational databases, collections
ternal nodes; each QDT internal node maintains a summary of theare tables, data items are tuples, and CDs are (attribute,value) pairs.
data advertised by publishers in its subtrees. Unlike Distributed Further examples are given in SectionGiven a data itenD, we

Hash Tables (DHTSs), no QDT node has complete knowledge of all denote its set of CDs witkd (D).

the publishers that publish an advertised data item. We consider queries expressed as sets of CDs, and denote the set

3. We define a notion gbublisherk-anonymitywhich guaran-
tees that for every publishgrand published data item the infor-

of CDs of query@ with cd(Q). We say that data iterf» matches
queryQ if cd(Q) C cd(D). Notice that the case of matching con-

mation stored in the UQDT, as well as the communication required junctive keyword queries against text documents (the most com-

to maintain the UQDT, are insufficient to distinguislirom k& — 1
other potential publishers of iteth We show how to configure the
UQDT to guarantee publishéranonymity even when an arbitrary

mon Information Retrieval operation) corresponds to the particular
case in which CDs are keywords. Given a data collecliprihe
resultof @ on D, denoted) (D), is the set of data items iP that

number of UQDT nodes are compromised by hacking, subpoena, match@: Q(D) := {D € D | D matches Q}.
collusion, or impersonation attacks. Communities of Data Publishers and Consumers.We con-

4. The adoption of the UQDT solution hinges on its perfor- sider communities of autonomous publishers, who join the com-
mance. We present algorithms that use the UQDT for routing queriesnunity with their own locally stored data collection and make it
to publishers efficiently, following the parent-child links from a available for querying. In return, they can query tiebal collec-
QDT and making effective use of the advertised data summariestion consisting of the union of all local collections.
maintained by QDT internal nodes. While a single QDT suffices  Given our focus on providing democratic community access for
in principle to route queries, this results in congestion at the upper autonomous publishers, we adopt a decentralized approach. In this
levels of the QDT, severely limiting the throughput of the overall setting there is no central control authority: the global collection is
index structure, and making it potentially vulnerable to Denial of virtual, data resides only with the publishers owning it. The advan-
Service attacks. We build on well known techniques for scalable tage is that publishers maintain complete control over who accesses
dissemination trees and for “Russian Doll” search over s&f [ their content, and how the content is "advertised" to the community.
We show how UQDT can achieve load balancing and throughput The challenge is efficient query evaluation while avoiding naive
maximization for a workload? by a judicious combination of broadcast of queries to all publishers. We propose a distributed
(i) Overlaying multiple QDTs over the network, each with a dis- index structure that supports sending a qu@ryo all publishers
tinct root, and arranging for queries W to be channeled in paral-  relevant taQ while minimizing the number of irrelevant publishers
lel through distinct QDTs, and (i) Maintaining limited selectivity = reached by). We say that a publisher iglevantto @ if one of its
information about data items to help inform the routing strategy. To local data items matche&g.
the best of our knowledge, there are no works that combine multi-  Our indexing solution targets a service-oriented logical network,
ple trees for load balancing and hierarchical summaries for ad-hocin which we distinguish two types of nodes. There are ghatia-
query routing in distributed systems. lisher nodegcommunity members) that provide data services and

5. We experimentally evaluate UQDT design tradeoffs through connect to the network via direct links to nodes at its edge. The
extensive simulations, using a real Wikipedia collection comprising data are indexed inside the network, which consists of a set of inter-
about 1.1 million documents of total size 8.6GB. We demonstrate connected and reconfigurabiteuter nodes These are responsible
that UQDT can maximize throughput by preventing any overlay for routing queries to the relevant publishers. In an internet-scale
node from becoming a bottleneck. In addition, we showl [ distributed setting, it is natural that routers are controlled by a mul-
how UQDT empowers information publishers to join democratic titude of distinct network providers covering different autonomous
communities and query their global collection in an ad-hoc fash- administrative domains. Thus, no single provider controls more
ion using expressive queries. To this end, we explore various QDT than a fraction of the entire network, and the resulting architecture
topologies (e.g., Scribé] generated multicast trees, as well as bal- is not centralized.
anced structures), number of QDTs, and routing strategies (based While different queries might hit the same set of nodes, our goal
on the selectivity information maintained), and show that (i) One is to balance the community search generated load at routers during
can statically identify a near-optimal number of QDTSs for any spec- query dissemination while preserving low space usage of index at
ified QDT topology, which maximizes throughput by preventing a node and still preserving publisher k-anonymity.
any overlay network node from becoming a bottleneck, and (i) Main- Design Requirements.We consider the following key require-
taining selectivity information about a few popular data iteths-( ments on the infrastructure design. First, published data should not
3%) achieves considerable gains over random routing, and is al- be relinquished to anyone but to community members, and only
most as good as a “fully informed” routing strategy. by answering queries upon successful credential authentication of

Paper Outline. We start with an overview of our proposed frame- the query issuer. Note that harvest-index-query methods (e.g., cen
work and the space of design tradeoffs in SecttonSection3 tralized solutions) fail. Second, publishers should advertise just
presents our operation choices, followed by the analysis of pub- enough information in the community to be reached by user queries
lisher k-anonymity in Sectiort. Experimental setup and results  without disclosing their identity. Publishers advertise the contents
are presented in SectioAsand6. We discuss related work in Sec-  of their local store by declaring a set of CDs appearing in their lo-
tion 7 and then conclude. cal collection. Note that not all existing CDs need to be declared,

especially if they pertain to private data items. The advertised infor-

mation plays the role of a distributed index that is described next.
Publisher k-anonymity. We propose a notion of privacy that
f protects community members by preventing an attacker from as-
sociating them with the CDs they advertise. We definblisher
k-anonymity(detailed in Sectior), which guarantees that for ev-
ery publishemp and published CLY, the information stored in the

2. OVERVIEW OF OUR FRAMEWORK

Data and Query Model. For the purpose of information discov-
ery and flexible querying, we abstract information as collections o
data items where each data item is described by a setarftent
descriptors (CDs) CDs are an abstraction of keywords, terms, or
other atomic information units3p]. For instance, in information



infrastructure, as well as the communication required for mainte-
nance, are insufficient to distinguighfrom &k — 1 other poten-

tial publishers ofd. The distributed index guarantees publisher
anonymity even when the UQDT nodes are compromised by hack-
ing, subpoena, collusion, or impersonation attacks.

Query Dissemination Trees. We propose the organization of
the internal nodes into a logical tree we caPaery Dissemination
Tree (QDT) The internal QDT nodes are routers, the publishers are
leaves. Regardless of which querier initiates a qugry) is sent
to the root of the QDT, whence it propagates down the tree to the
publishers. The intention is that, when Q reaches a modéh no
publishers in its subtree that are relevantXon prunes its subtree
from the search, i.e. it does not forwa€glto its children. This
pruning saves the network traffic and processingsatiescendants.

One immediate technical difficulty associated with this goal is
how to instrument the index to efficiently determine that none of
n's descendant publishers are relevanftoOf course, it is infea-
sible to maintain at every node the collection of all data items
in n's subtree as being prohibitively wasteful in terms of space. It
would also defeat the purpose of preserving privacy of publishers:
it would require a publisher to trust every router on the path lead-
ing to p from the root. This is an unrealistic prerequisite.

We present in two steps the way routers exploit the advertised
CDs by publishers. In a first cut, we assume that it is feasible to
store at every node the seicd(n) of all CDs declared by publish-
ers located im’s subtree (we revisit this assumption shortly). This
assumption is supported by empirical evidence that, for real data
sets, the overlap of CDs across data items in a collection is con-
siderable, and the union of all CDs (with duplicate removal) is or-
ders of magnitude smaller than the combined size of the collection.
For instance, in Sectioh we describe a collection af.1 million
Wikipedia articles of combined size6 GB that has only3.2 mil-
lion distinct CDs. Note that when ontd(n) is stored at a router,

n does not know which CD appears in which publisher, nor which
sets of CDs appear together in a data item. This offers publishers
an added degree of protection against compromised routers.

Query Routing in Single-QDT. In this setting, we consider the
following simple query routing algorithm. Every que€y posed
by a queriemp is initially sent to the root of the QDT (in a message
containing bothQ andp’s address). When a router nodeeceives
the message, it forwards it in parallel to each of its children in QDT
if and only if cd(Q) C cd(n). When a publisher node is reached,
it sends back te the result ofQQ against its local collection. Note
that whencd(Q) & cd(n) holds, it is guaranteed thats publisher
descendants are irrelevant @ Therefore, the first-cut routing

Publisherp | CDs declared by, cd(p)
Py Peking, Tibet, stocks, train, money
P Peking, yak tea, Hong Kong, train
Ps Peking, Tibet, yak tea, Hong Kong, mongy
Py Peking, freedom, yak tea, stocks, money
Ps Peking, freedom, yak tea, stocks, money
Ps freedom, Tibet, stocks, money
Pr freedom, yak tea, stocks, money
Ps freedom, yak tea, stocks, money
(a) Publishers’ declared CDs.
QueryQ | cd(Q) QueryQ | cd(Q)
Q1 Peking, freedom Qs train
Q2 Tibet Qa4 Hong Kong, money

(b) Query workload.
Figure 1: Running Example Setup

in the single-QDT configuration QQTshown in Figure3(a). The
router nodes are identified by their preorder traversal rank. For
simplicity, we assume that it is feasible for each nede store all
CDs declared by the publishers in its subtred(n). For exam-
ple, node 2 stores all CDs published By and P, thuscd(2) =
{Peking, Tibet, stocks, train, money, yak tea, Hong Kong
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Figure 2: Query Dissemination in Single-QDT Configuration

algorithm never prunes relevant publishers, thus ensuring that the For simplicity, let us consider in this example that every node

final result of@Q over the global collection is computed in full. In
contrast, wherd(Q) C cd(n) holds, it is not necessarily the case
that at least one publisher #is subtree is relevant tq). This is
because the CDs itd(Q) may not be co-located in the same data
item, or even at the same publisher. Therefore, the first-cut algo-
rithm may forward queries unnecessarily, generating non-minimal
traffic and processing load. This is a result of the unavoidable trade-
off between censorship resistance and evaluation performance.

EXAMPLE 2.1. Throughout the paper we use the following
running example. Consider a network 2if nodes that integrates
news fron8 newspaper websitd3, ..., Ps (the remainingl7 nodes
are routers). Figurel(a) shows the CDs declared by each publisher
(i.e., simple keywords). Consider also a query workload consisting
of the four queries shown in Figutgb). Without showing the ac-
tual documents, assume that for every qu@rthere is at least one
newspaper website that publishes a document mateing

Assume for now that the routers and publishers are organized

can process exactly one query per time unit. If all queries in the
workload are issued simultaneously at time 0 and processed in the
order Q1 to Q4, then Figure2 shows their dissemination according

to the first-cut routing algorithm. For example, regardless of the
issuing node, query)s is disseminated in QDTstarting from the

root node (node 1), which is congested and can only proQasat

time unit 3. Becauswain is contained incd(1), Qs is forwarded

to all of node 1's children, in this case to 2, 8 and 13, where the
dissemination continues recursively. Sitigén does not appear in

the CD sets of nodes 8 and 13, their subtrees are pruned . However,
node 2’'s CD set does mateps and the query is routed down to
node 3 at time unit 5, then to nodes 4 and 6 at time unit 6. Both
these nodes have a match afyg reaches the publisher nodés

and P, at time unit 7. Each of the two publishers ru@)s on its

local collection and sends the result back to the issuing node:

CD Set Summaries.We now revisit the assumption that all CDs
in cd(n) are stored with every router. We address the case when



cd(n) is larger than can be comfortably stored at a routevith each ofn’s summaries to pertain tdisjoint CD sets. To this end,
available memory of siz&/. To this end, we observe that we donot we partition the space of all possible CDs into a numbek dfs-
necessarily need to keep the exactckh). Instead, it suffices to joint blocks P = {B;}1<i<x. (We discuss shortly what consider-
store asummarysmm? thereof at node:.. We choose to represent  ations go into picking the value @& and we describe in Sectich
smm™ as aCounting Bloom Filte5, 18] of size M for its well- how the partitioning is achieved in practice.) We call ed&ha
known properties: compactness and probabilistic set membershipCD block We assign to each CD block its own QDT, obtaining a
of CDs (i.e., no false negatives, control over false positives rate). family UQDT = {QDT; }1<i<k.

We obtain the final version of our routing algorithm by replacing The second problem is the query semantics preservation: we
in the above first-cut every containment test with a call to a Bloom need to ensure that, by being routed only on a single QDT, a query
filter set membership test. Note that false positives do not affect the is guaranteed not to miss any relevant publishers. We achieve this
correctness of query evaluation. soundness property by requiring each QDT to satisfy the following:

Throughput Maximization. We have so far confined our dis-
cussion to the routing of a single query through the network. We ®
next extend our solution to handle query workloads (sets of queries).

QDT; contains as leaves all publishers whose local
data collection has at least one CD in common vith

We start by observing that the arrival of a query at nodigggers e defer to Sectios the discussion on how the internal nodes of
measurable computation effort pertaining both to the processing of each QDT are organized.
the query and to its forwarding ta’s children. This limits the Query Routing with Multiple QDTs. For every queny, we

number of queries passing througfper time unit and can lead to  pick the QDT to send it to as follows. The partitighinduces a par-
congestion. Since queries pruned at upper levels in the tree nevetition P, = {Q;}1<;<m 0ncd(Q), such that for eacty); € Po
reach the lower levels, the fraction of any workloBd reaching there isB; € P with Q; = cd(Q) N B;. We call each suct); a
noden is a subset of the fraction reaching its ancestors. In particu- query blockand we say that the CD block; correspondgo Q;.

lar, the root becomes a bottleneck since itis reached by & ofn Note that by definition each query block corresponds to precisely
contrast, edge routers at the leaves are reached by relatively smalpne CD block, which in turn corresponds by construction to pre-
fractions ofi¥ and may not be heavily utilized. cisely one QDT. Given a query blo&®; € Pg, we can therefore

EXAMPLE 2.2. Revisiting Figure2, observe that the num-  refer to “the” corresponding QDT, and denote it watt(Q),).

ber of query messages reaching the nodes is significantly skewed In general,Q hasl < m < |cd(Q)| query blocks, with corre-
among the tree levels, and ultimately among the nodes, decreasingsponding QDTsydt(Q1), ..., qdt(Q..). For routing@, we only
from the root to leaves. Because all queries touch the top 2 levels, pick one of these QDTs, sapit(Q;). Regardless of how this pick
their nodes receive 4 messages each, while nodes on the lower levis taken, we send to the root of this QDT a message containing
els receive 0, 1, 2 or 3 messages. Overall, it takes a total of 8 time three component$Q);, @, p), wherep is the address of the initiat-
units to disseminate all queries, of which the root alone introduces ing querier.qdt(Q;) routes this message as described above in the

a delay of 4 time units, while nodes 21 and 24 remain idle. © single-QDT case, with only three minor refinements:

We propose to alleviate congestion at the upper levels ofthe QDT e since every internal node can participate in various QDTs,
by spreading the load more uniformly across the nodes. Currently, n stores one summagynm?! per QDTT;
there are two main solutions to achieve this. One class of algo- e n uses(); for routing inqdt(Q;) (i.e. for lookup into the
rithms replicate data (or indices of it) redundantly at the router summaryn.smmé‘gt(Qﬂ); and

nodes. Thus, each router can initiate to answer queries. Never- e leaf nodes usé) for evaluation against their local data.
theless, this incurs increased updates cost as well additional space gxaAMPLE 2.3. Example2.2 shows how the congestion ap-

cost to store all replicas which is inappropriate with our initial set of - ho4r5 inevitably in the upper levels of the dissemination tree. Here,
goals. In contrast, we propose to partition the global data collection \ye show how congestion can be alleviated by using multiple QDT
and interconnect the publishers for each partition block in a differ- overlays over the same nodes.

ent overlay. We show next how this technique alleviates congestion  \we consider a configuration of 4 QDTs, each corresponding to a

while still preserving the space usage at routers. block in the CD space partitio. P is shown in Tabld.
Therefore, our solution consists in overlaying multiple QDTs

over the network, each with a distinct root, and arranging for var- Block | CDs

ious fractions of/ to be channeled in parallel through distinct B, | Peking, freedom
QDTs. Since all QDTs are supported by the same underlying logi- g2 L'gﬁt' %g'r‘] tegtocks
cal network, a network nodeparticipates in several QDTs, receiv- Bz train? mong’y

ing and forwarding queries via each of them. Balancing the load .
involves arranging for the distribution of levels associated with Table 1: Blocks of the 4-Partition

to be (as close as possible to) uniform across the set of all QDTs. In general, internal nodes can be connected in any configuration
For example, the fact that receives a high fraction of the queries  at the network overlay layer. Figufedepicts 4 possible QDTs, one

flowing through QDT because it resides on an upper QD&vel, per CD space partition block.
is compensated by being reached by only a small fraction of the Table 2 shows the CD summaries maintained at every router.
queries flowing through QDI where it resides on a lower level. Since a router appears in multiple QDTs, it actually manages a set

The goal of splitting the query workload into fractions that flow of summaries. For simplification purposes, we assume that each
through distinct QDTs raises two fundamental technical obstacles. summary stores the exact set of CDs rather than its approximation.
The first pertains to controlling memory consumption at the router  Figure 4 presents the routing diagram in the 4-partition over

nodes. If a node participates in multiple QDTs, it must maintain  time, where querie®:..Q4 are issued simultaneously at tifie
separate summaries for each of its subtrees. It is important that the Query @ is a conjunctive query both of whose CDs fall in the
total space used by the union of all summaries associatedmwith first partition block B1. The only routing choice is hence the tree
should not exceed the space usedrtsy summary in the single- corresponding taB;, namely QDT shown in Figure3(a). Since
QDT configuration. We satisfy this requirement by arranging for P’s blocks are disjoint, single-conjunct queries also have only one



Node Tree Data summary
4,6,3,2,10 QDT: | Peking
9,8,14,13,1 Peking, freedom
18,17, 21, 20, 24, 23, 16 freedom
20,2,21 QDT | Tibet
23,10,8,24,13,1 yak tea
4,9,18,6,14,17,16, 3 Tibet, yak tea
24,18,9,8,14,13,16, 3, QD15 | stocks

21,17

1,2 Hong Kong
20,6, 23,10, 4 Hong Kong, stocks
9,1,18,2,6,14,10,16,| @DT, | money
17,4,8,21

3 train

13, 24, 23, 20 train, money

Table 2: CD Summaries in the 4-QDT Configuration

(C) QDTg for Bs.
Figure 3: Query Distribution Trees for the 4-Partition

routing choice. For instancey). and Qs are routed using QDT
in Figure 3(b), respectively QDT in Figure 3(d). s’s routing on
QDT, by CDtrainis highlighted in Figured.

In contrast, query), intersects CD block&s; and B4, which in-
duce two query blocksPg, = {{Hong Kong}, {money}}. This
offers two routing alternatives: either by using Gibng Kongon
QDTs, or by usingmoneyon QDT;. In the diagram, we assume
that QDT; was picked. When the subquery hits publishérand
Ps the full query@, is tested on the local store (onls has a
match for both CDs of)4).

Comparing with Exampl&.1, notice that the 4-QDT configu-

(d) QDT4 for By.

Time Unit

Node | 1 5, '3 4 5 &
node 1 Q; Q, Q
node 2 Q; Q Q
node 8 Q
node 13 Q; Q3
node 3 Q, Q3
node 9 Q, Q
node 14 Q Q
node 16 Q, Q
node 4 Q, Q,
node 6 Q Q
node 10 Q Q|[Q;
Pa ;| @\ a
Ps Q,
node 17 Q Q
node 20 | Q3 Q] Q
node 23 Q3 Q4| Q,
P, Q, 3
P, a3 q,
Ps Q, Q
node 18 Q3 Q,
node 21 Q3 Q,
node 24 Q Q, Q
P Q,
P7
Pg

Figure 4: Query Dissemination in 4-QDT Configuration
multiple-block queries, Propositichuncovers an optimization op-
portunity: the judicious QDT choice (out of several equally sound
alternatives) towards throughput maximization. So we treat the
spectrum of possible routing strategies as an optimization dimen-
sion in its own right.

The UQDT Design Space LayoutWe remark that the number
k of blocks in the partitior? of the CD space defines a spectrum of
possible configurations of the same network, thus adding a new di-
mension to the optimization space. One extreme of this spectrum is
the caseé: = 1, which we have discussed above as the single-QDT
configuration. At the other extreme, we have the case in which
each block ofP is a singleton CD. We refer to it as thper-CD
configuration. We argue next that neither of the extremes results in
optimal throughput, and that the value /ofs an optimization di-
mension we need to explore. Indeed, Exanipleand Example.3
show that the single-QDT configuration is certainly not optimal,
being outperformed by a 4-QDT configuration for the given query
load. At the same time, constructing too many QDTSs is counter-
productive, since the increase findecreases the size of the query
blocks, thus resulting in less selective lookups in each node’s sum-
mary. This translates into less pruning, i.e. more query forwarding
messages: the 4-QDT configuration in Exampl@ generates 50
messages, as opposed to the 46 of the single-QDT configuration in
Example2.1 In conclusion, a& increases, we observe two oppo-

ration outperforms the single-QDT case: the former takes 6 time site effects: an increase in load balancing potential, but also in the
units to complete the dissemination, while the latter needs 8. The overall load (number of messages) in the network. An independent
improved throughput is due to better load balance: contrast the consideration that precludes extremely high values isfthat the

behavior of routers 21 and 24, which remain completely idle in maintenance of any overlay network involves a small, but non-zero

Figure 2 but shoulder part of the dissemination task in Figdre

control traffic overheadd]. Maintaining too many QDTs would

Finally, observe that the benefit of better node utilization out- amplify this overhead.

weighs the drawback of using query blocks for pruning, instead of

In Section3, we discuss the following optimization issues, all

the entire (and more selective) set of query CDs. Indeed, the 4-QDTOf which have significant impact on query throughput: How can
configuration wins despite its less aggressive pruning which leads @ partition?> of the infinite space of all possible CDs be chosen

to slightly more messages (50, as opposed to 46 for one QD).

It is easy to check that property) implies the soundness of our
query evaluation algorithm:

PROPOSITION 1. For every query?, partition P, and pick of
4, our query routing algorithm correctly computéss answer.

and represented finitely (this includes determining the valug)®r
How canP be used to efficiently determin®y,? How are the
various QDTSs corresponding @ organized for better throughput?
How does the choice of QDT (the pick ¢f impact throughput?

3. OUR APPROACH

In Section2, we have provided an overview of our proposed so-

Obviously, for single-block queries there is no choice and the lution for query dissemination, identifying the dimensions of the
QDT is uniquely determined. However, in the general case of space of possible implementations. We delegate to Sedtite



discussion of how to configure and maintain the UQDT to ensure  Load Balancing. The way we determine the numbeiof QDT
publisher anonymity. As a proof of concept for the viability of our trees, as well as their actual construction, are motivated by the goal
approach, we developed an actual implementation, described in thisof spreading the load evenly across routers. In the following, we de-
section and evaluated experimentally in Section note with IV,. the number of router nodes in the service provider’s
QDT Topology. There are many possible topologies for organiz- overlay network, and wittV,, the number of publisher nodes. Since
ing the router nodes into a QDT. Although our solution is generic, in any QDTT, every router node is reached by a larger fraction of
we investigate two approaches. the query flow througfl” than its descendants i, we need to en-
First, we take the pragmatic approach of “piggy-backing” on top sure that for every router, the distribution of QDT levels resides
of amature overlay tree-building approach to disseminate messagest is close to being uniform. We adopt a solution which is certainly
to groups of nodes (also known amilticastgroups). Since multi- not the only possible one, nor necessarily optimal, but it is easy
cast overlay trees are constructed with a different goal than QDTSs, to implement and (as proven experimentally in Sectpit yields
it is not immediately clear that they are optimal for query dis- excellent performance. We start by constructing (using Scribe) a
semination (though we show experimentally that we can “convert” single QDT73 whose internal nodes are th&. routers and whose
them, achieving very good performance). However, one advantageleaves are theV, publishers. Scribe tends to build trees of low
of delegating the QDT construction to such off-the-shelf technol- height, in which the root has a significant fanout that dominates the
ogy is that it is equipped to exploit information on the topology of fanouts of nodes in lower levels. The root and its children receive
the underlay network with minimal control overhead. Moreover, it by far the highest fraction of queries flowing through the tree, and
maintains overlays dynamically, adapting to the change in underlay are hence in most need of relief through load balancing.
network conditions. One widely-used representative of this class of Denoting with V,, the number of nodes on the top 2 upper lev-
tools is Scribe §], and FreePastry8p)] is one popular open-source  els inT; (N, = 1+ number of router children of the root), we

implementation, which we used. constructk = | 5= | QDTs,{T;}1<i<r. EachT} is an isomorphic

In addition, we consider home-grown QDTs built for the ex- copy of 71, whose nodes are obtained by keeping the s&pe
press purpose of balancing the forwarding effort among the routers leaves and only re-shuffling th¥,. internal nodes as follows. To
Since every router forwards a query to each of its children, the for- completely specifyf’;, we show how itsV,. internal node positions
warding effort is linear in the node’s fanout. This suggests con- are populated with the actual,. routers. This can be formalized as
structing (nearly) balanced QDTs, with as little variation as possi- a functiona; from the set ofVN,. routers to the sef0,..., N, — 1}
ble in the node fanouts. We need to construct such trees ourselvesof positions in7;. We adopt the convention that tipesition of

since Scribe does not guarantee balanced trees. noden corresponds tav's rank in the breadth-first, left-to-right
QDT Maintenance. When a publishep joins the community, traversal of7; (position0 is the root). Letr(n) := (n — Ny)

it declares a setd(p) of CDs it is willing to answer queries about. mod N, be the right-to-left cyclic permutation with ste, on

Recall from Sectior® that, to preserve soundness of query evalu- {0,..., N, — 1}. If a; specifies the initial QD T, then for each

ation, we must satisfy property). To this end, we determine (as 1 < i < k, we populatel’; by cyclically permuting with stegV,,
described shortly) all the CD blocks with non-empty intersection the nodes of’; a total ofi — 1 times:a; := 7'~ o a;s.

with cd(p), which in turn lets us identify all QDTs thatmust join. EXAMPLE 3.1. In Example2.1, there areN, = 17 routers,

The act of joining a given QDT is taken care of by Scribe which  ang the root of the initial tree QDiThas three children, yielding
identifies the router node that will become the new publisher’s par- 7, — 4. We computé: = | 17| = 4 and construct thet trees

ent. Once the publisher is added to QDTthe CD summaries of  in Figure 3. Notice that the trees in Figurg(b), 3(c), 3(d) are
allits ancestors ifi" are updated by insertingi(p) into them. This  gptained by cyclically permuting to the left by 4 steps the tree in
insertion is implemented by simply obtaining once and for all the Figyre 3(a) once, twice, respectively three times. o

set of indicesind(cd(p)), which is then passed bottom-up frgm It is easy to see that our methods of determining the number

trggznrgi?]t‘ s;égﬁ: ?i\l/tzrrycrg:'rtferrgn tVTI?] W?ga(\:/aer; Igcée[;nq;mt;:z O™ of QDTs, and of populating them, ensures the following fairness
P 9 ) n ' property:all routers appear precisely once in the top 2 levels of any

g];cer:( dS:cnrnedn(w(;dn(ﬁrz) Ijlglzgrf::tobnoéfgmclj)%rtﬁsrgngiset?:i:sg\’/hen a DT.Furthermore, thé level values associated to every router are
9 P 9 ' istributed almost uniformly over all possible level valueslin

existing publishep changes its listd(p) of declared CDs leads to For instance, in Figurs, routerl appears on levels, 4, 4, 3.

the propagation of similar counter operations. Finally, note that buildingk + 1 QDTs actually degrades the

drgsi*rtilg%rg\r/]vgtghfecr[;ssé?\?iﬁéAnalrrtTi]tF‘rgrﬁqrtw::SéJS ;veaggefidnitt% Iad- load balance, because the additional cyclic permutation causes a
P P P Y “wrap-around” that returns some of the routers residing on the top

e e B oeon?, o evels 7, 0 th lop o el o, SUbecing hese
: ; ’ o q Y d routers to unfair load (since we use the floor function to determine
QDTs a new publisher must join. Moreover, the same test is re- h di i | Lit fol
uired to compute the induced partitiah, of a queryq, in order k, the wrap-around is not necessarily comp ete). In general it fol-
q ’ lows that, to maximize balance, we want to use a number of QDTs

o |dent|f_y the QDT candidates for routing. We d_escrlbe here that is a multiple ofl 2= |. In Section6, we validate this rule ex-
our solution assuming that we have already established the number N

. . L perimentally, also showing that choosing multiples higher thin
k of blocks inP (we discuss below how we determikewith an . . .
eye on load balaﬁcing). Givén we implement® simply as a hash unnecessary: they do not improve load balance, while leading to

. o higher control overhead.
functionhp from CDs to the sefl, ..., k}, wherehp distributes : . . I
CDs uniformly over its range. Then each blaBk & P consists of Routing Strategies.We next discuss how a nodethat initiates

all CDs mapped byir t0i: B; = {d | disaCD, hp(d) — i}. a queryQ picks the QDT to routé) on. First,n uses the hash func-

Of course, each CD block is potentially infinite so we never really :Il?rrr]w }(Lthi(re::i:rT::?hibcs);? (t)cf; gg%ﬁ(ﬁ gé{%’iééﬁf wh'Ch II?
materialize it. Indeed, we don’t need to: all we need is to quickly JiJ1sism-

determine, given a Cl, which CD block it belongs to. This oper- m > 1, n picks one of these candidates. We consider several alter-

SN o ! natives for implementing this pick.
ation is implemented as a constant-time invocatiohsfd). A simple solution is to choose<j<m at random, in the hope




that randomness avoids sending many queries down the same QDTperformance very close to the fully-informed strategy, and much
and alleviates congestion. We call this theadomrouting strategy. better than the random strategy.

We also consider alternative strategies, all attempting to alleviate EXAMPLE 3.2. We revisit Exampl@.3, explaining why query
the effect we discussed in Secti@n as the number of QDTs in-  ,, which had two routing alternatives, was sent to QDTo en-
creases, the selectivity of query blocks decreases (recall that, wherable fully-informed or partially-informed routing, publishers main-
routing @ through QDTqdt(Q;), only the CDs inQ, are looked tain frequencies of (some of) the CDs in the global collection, which
up in the summaries). This results in increased overall query for- in our case includenoney(published by 7 publishers$tocksand
warding and processing in the network. To compensate for this yak tea(published by 6 publishers). Notice thdbng Kongis de-
effect, the routing strategy should ideally use the most selective clared by only 2 publishers and hence more selective thaney
query block@; for routing, as this results in the most aggressive which is why it is preferred by the fully-informed routing strat-
pruning ofqdt(Q;)'s subtrees during)’s dissemination. egy. Since CIHong Kongappears in block3s, the corresponding

Identifying the most selective block of a query is not trivial, asit tree QDT; is used. The same outcome is achieved for partially-
requires determining the frequency of every CD in the global col- informed routing, assuming for instance that publishers maintain
lection, and storing these statistics (or making them otherwise ac- only the 3 most popular CDs: the list includes @ibney signal-
cessible) at every publisher. We call the strategy assuming eaching to Q4’s initiator to avoid routing by it. o
publisher’s access to this information thaly-informed routing
strategy. Assuming independence between the CDs, the publishe
initiating Q computes the selectivity of a query bloc€k; as the
product of the individual frequencies of the CDs@y. Fully-
informed routing is very expensive in terms of both space and traf-
fic. Indeed, for large global collections, the number of CDs can be

considerable. Moreover, space consumption is exacerbated by the4, PUBLISHER xk-ANONYMITY
_fa_c_t that the frequer_lcy must be s_tored With. every potential query The challenge for the design of the UQDT maintenance proto-
initiator. A more serious problem is the traffic arising because the . ="\ simultaneously guarantee that (i) queries reach all rele-

glr(iJ:tZlsctgltliigtcl(s)r;elsu\?rg:aclé)r?sa;;hnetr::r;?n?:gnirg:\‘lirgﬁlE::tgvg:l igzg vant publishers, (ii) network traffic is minimized and congestion
P d " .avoided, and (iii) publishers are encouraged to register with the

We therefore investigate a less ambitious strategy: instead ofd. ination inf bei d that th . )
identifying the most selective query block i@, its initiatorp only issemination infrastructure, being guaranteed that the registration
' will not expose their connection to certain sensitive CDs. We have

Eger?];(i)n?a\ilizlirl:glggotzealte:z:ﬁeliali\;igpzséhlér?l:;cgfi? sttl(t)et;slf end shown above how the UQDT infrastructure addresses requirements
P (i) and (ii). In this section, we focus on item (iii).

selective (most frequent) CDs in the global collection, withrel- The privacy guarantee: publisher k-anonymity. Our approach

?rg\;f?éycir::‘ﬂ%/a!#fneﬁgg;g ??eagjé?;ﬁ%e spggte ff:andug]atl'gtgganc%ere is to adapt the notion of k-anonymity from relational table
ption. 9 s d anonymization 33]. In our context, we wish to guarantee that for

amounts to the distributed topheavy hitters estimatior2[ 28]. . . -

We implement a simple solution that exploits the already existing every publls_hep and every CLx, if p advertises, then th_e rout-
QDT overlays, employing them in a dual role as multicast (data dis- mg_mformanon stored in the UQDT gnd (_axchanged during UQDT
semination) tr’ees With every CD they advertise, publishers declare mamtenancg does not aliguto be.d|.st|ngU|shed fro.m at ledist- 1

’ ' other potential publishers @f This involves ensuring that the set

its frequency in their local (_:ollectlon. Each_ npdenalntalns a list of publishers connected to the same edge router consists of at least
n.L of length at most entries, each containing a CD and its fre- :

uency. Eor non-root routers. the list aives thaost popular CDS k members, and that even edge routers cannot tell which among
gcrossyéll their QDT subtree:s For QgDT r00tS ang Fllblishers the its k+ publishers advertises any given CD. This latter requirement
list holds most pooulas CDs a(.:ross the alobal coIIecFiion Whe’n- defends against the event when edge routers are compromised (by
ever a nodey u pd;tes its list. it bropa atzs the new list bbttom-u hacking, subpoena, or impersonation). As described shortly, this

| I ODT P ticioat L plfnp 9 t it tes its i tp guarantee involves collaborative computation among the publish-
?ootﬂg gth(g e S'I Ec?ortlscu\)/shisnle?.er t;}i%g?df'aprcgﬁga dzst;ss'tls ers of an edge router. We describe how this collaboration can be
list itdissemi_nates it fo -downvto all ublishers(%h up : conducted without exposing a publisher even if (i) all other publish-

\}Vhen noden issues ap uerg, it icﬁs the ODT .corres ondin ers in its group have been compromised and are colluding against

N 1P Q P 9 it but the edge router is trusted, or (ii) the edge router and up to

Tt Y :pUDIShers e been compromisc, s h rmber
query y 9 of publishers inp’s group.

n.L list. These are treate_d as selective CDs, and block_s with the First observe that, if every edge routecould be trusted to be-
highest number of selective CDs are preferred. If multiple such h bed in Sectignand b sed. th
uery blocks existp breaks the tie by computing the selectivity of ave as prescribed in Sectiopand to never be compromised, then
?he coniunction of' opular CDs in each block. usind.. If this the publishers would remain k-anonymous if ancestors of the edge
) pop ' g routers were compromised. Indeed, recall thamnly stores and

fgﬂ&gﬁewﬁtﬁ] sot?:tgan(:tlicg’?lte-iﬂ?oer%eboll?gsltir?ne;\ dplcc):lg_ed &t communicates to its parents in the UQDT the Bloom filter summary
' gartia’y 9. of cd(e), i.e. the union of all CD sets advertised by its publishers.

serve that it leads to a spectrum of strategies parameterized by thel’he Bloom filter, which is the only exposed information, does not

fr:zeetgrfnlwz:tfierrw?:rlnfgﬁorft?r?r'\r/1 EShfgrrt :‘2? "Z:tgllp?igg(l?rrng(?rséu\t/ivrf US€ recordwhich of the k+ publishers advertises a particular CD, nor
based on the list of the mgst opUle; F:)f CDsy Notice thaﬂOO-g which sets of CDs occur together in some documedie) is there-
informed routing becomes fuIFIJ -I?nfor;)ned aﬁélnformed routin fore insufficient to pinpoint who amongs publishers advertises
g 1y ' uting any given CD. By ensuring thats subtree contains sufficiently
degenerates to random routing. In Sectipmve show experimen- blish dvertising CD bl h bub
tally that, by keeping track of even very short lists, we observe many publishers a vertising S as a group, we enable each pub-
’ ' lisher to remain anonymous by “hiding in the crowd” comprised of
this group. As an added bonus, the CD summary implementation is

Finally, when no selectivity information is available, we fall back
'on heuristicrouting: simply directy to the QDT corresponding to
one of@’s maximum-cardinality blocks, breaking ties with random
picks. This strategy is based on the heuristic that higher numbers
of conjuncts tend to yield higher selectivity.



hash-based and does not distinguish among two distinct CDs with feasible. Another possible defense consists in publishers joining
the same hash code. Publishers exploit this by declaring the hashUQDT only togetherk — 1 trusted “buddies”. This does require
codes of their advertised CDs rather than their actual value. An in- trust, which however is bounded and does not need to extend to a
spection of the edge router’s summary will therefore fail to answer vast unknown infrastructure.

with certainty even the simple question whether a given CD is ad-  Secure multi-party computation involves overhead. However,
vertised by some publisher, let alone by a given publisher. Recall note that the publisher group only needs to compute as many sums
from Section3 that the price traded off for this added protection is as entries in the Bloom filter vector. This is a constant of the UQDT,
that false positives to CD membership tests lead to queries beingindependent of the size of the global document collection. Further,
forwarded unnecessarily to the publishers, thus affecting perfor- the computation is performed only on batch updates, so its over-
mance. Our experiments show that this overhead is small and thehead is manageable by adjusting the update frequency.

false positives are negligible. Also note that, the further up an an-  Finally, recall k-anonymity guarantee holds on a per-CD basis.
cestora of an edge router is, the more fuzzinesss CD summary Since UQDT partitions the CD space among its member QDTS,
will contain. If a is compromised and its summary exposed, then there is no interaction between QDTs to derive compromising in-

each ofe’s publishers is hidden not only in the crowd &6 k-+ formation. If the guarantee holds for each QDT in isolation, it holds
publishers, but in the larger crowd of all publishers:ia subtree. for entire UQDT.
Finally, note that the publishers notdrs subtrees are not affected. What we do not defend againstWe emphasize that we are only

But how do we defend against the case when the edge reuter concerned with putting publishers’ minds at ease w.r.t. the safety of
itself is compromised? Since the collection of documents stored participating in the UQDT. We do not address here the orthogonal
at publishers is dynamic, every one @§ publishersp (in some problem of how publishers decide whether to answer a query once
QDT;) needs to declare tothe set of CDs it wants to advertise (or it reaches them (recall that the query answer is sent directly to the
stop advertising). A compromisedwould record this information query issuer), or whether to identify themselves in the answer. To

if p were to declare its CDs directly. To presep/s anonymity guarantee that the query issuer is not an impersonator, and that the

even against, we designed the following protocol. query answer cannot be observed by third parties, one can adopt
Publisherw, .., py (with N > k) of the same group participat-  existing techniques based on authentication credentials, encrypted

ing in QDT; declare to their edge routeronly batch updatesf channel communication, and anonymization proxies (discussed in

their advertised CDs, instead of sending up individual updates. To related work). We do not aim to make the infrastructure impervi-
advertise a new set of CDs, publishgrinstalls them in an initially ous to large-scale censoring attacks, such as a governmental agency
empty Bloom filter. That is, it starts from a filter with all counters completely shutting down the Internet in a region, or a denial-of-
set to0, hashes each CD, and increments the counters whose indexservice (DOS) attack overloading the UQDT to decrease data avail-
is given by the hash codes. The resulting filter is publighés ability. However, note that the effect of DOS attacks is mitigated
updateU;. The batch updat& is the vector sum of all publisher by our load balancing scheme, which maximizes throughput.
updatesS = Uy + ... + Un. e receivesS and sums it to its CD

summary (since both are represented as Bloom filters, the operation5- EXPERIMENTAL SETUP

reduces to vector sum). CD deletions are handled by subtragting The Initial Overlay Network. To analyze the effects of our im-
from ¢’'s summary. Itis easily shown that this protocol supports the plementation choices on query dissemination, we built a simulator

correct maintenance of CD summaries. More, it ensures:tbait- of a 10,000-node overlay network consisting’éf = 9, 400 pub-
not figure out the individual updates, as it only receives their sum |isher andN, = 600 router nodes.
over all publishers. Note thatdoesn't even see the actual CDs; A Real Data Set.To obtain true-to-life community, we simulate

it obtains only their count (muddled by hash collisions). We can a distributed community that shares an XML dump of Wikipedia,
show that this protocol preservésanonymity even if all routers  comprising about 1.1 million real Wikipedia documents which amount
are compromised. to 8.6 GB [L4]. We simulate that documents are each brought into
We must address one last issue: where can the batch ugdate the community by one of the 9,400 publishers. Due to lack of infor-
be computed? Asking to do so would defeat the purpose, as mation on which publisher generated which document, we assign

it would involve each publisher to send its updatectolnstead, the documents to publishers in a uniform random manner.
S'is computed collaboratively by the publishers, without involv-  CD Definition. Since Wikipedia uses structural schema (i.e.,
ing e. To find out the nodes connected dpindividual publish- not ontological), the majority of the tags on the root-to-leaf XML

ers can publish/broadcast the router they are connected to (e.g., bypaths are concerned with document organization, providing no se-
running one’s own Web service answering the “buddies” request mantic meaning. This motivates us to consider CDs defined as pairs
using public key cryptography to rule out impersonation). To de- (¢, w), wherew is a keyword that appears in contexgiven by the

fend even against the case when publishers themselves are comtast XML tag on the path from the root to. We include this tag
promised, we use the classical cryptographic technique of secureto support context-aware queries that go beyond standard keyword
multi-party computation32). This allows a set ofV publishers search. Moreover, we focus only on the tags that carry meaning to
to compute the batch update without revealing the individual val- users (e.g.“link”, “b”, “title”, “subtitle” and “category” ). The

ues to each other or to outside observers of their communication combination of such CDs yields a complex set of about 3.2 mil-
traffic. This shields every publisher even against the case that all lion distinct CDs accounting fa24% of the set of all distinct CDs
other publishers in its group are colluding against it, assuming that obtained by considering all possible tags. We have tried other CD
they are not also colluding with. If e as well as some some pub-  definitions (see13]) and obtained analogous results. The point is
lishers are colluding, themknows the updates of these publishers  that the flexibility of CD definition is a key enabler for striking the
and can subtract them from the overall batch update, retrieving the right balance between query expressivity and space overhead.
batch updat_e of the uncomp_romlsed publishers. If fewer thah . EXAMPLE 5.1. We setup the Bloom filter for each node’s sum-
these remain, then anonymity decreases. One can defend against

) . . . mary as follows. Fixing the false positive rateldt 2, it follows
this case by arranging sufficiently large publisher group si¥es from [18] that the optimum number of hash functions7isvhen
so that compromising more tha¥i — & of them is practically in-

the size of the Bloom filter at every router (assuming a single-QDT



configuration and counters of size 1 bit)Ad = 3.6 MB, which EXAMPLE 5.2. In Example2.1, 46 messages are used to dis-
represents only).044% of the global collection size. For larger  seminate 4 queries in 8 time units, while in Exampl& 50 mes-
counter sizes, the false positive rate is even lowerAFQDTSs, the sages disseminate the same query workload in 6 time units. Defin-
global memory consumption per node stays the same, sinde the ing throughput as the number of queries answered per time unit, the
Bloom filters at every node summarize disjoint sets of CDs. Each 4-QDT case has the higher throughput. The reason we don’t sim-
Bloom filter has siz8.6/k MB, and the same error rate aH 2. o ply use throughput as a metric is that it requires assumptions on the
relative duration of processing and forwarding cost (in our running
example, we take the simplifying assumption that forwarding cost
takes constant time, independent of fanout).

In Figure 2, the processing load for a node is the number of
queries on its row. For example, the processing load for node 13
is 4, which is also the peak processing load. In Figdr¢he peak
processing load is 3, experienced for instance by nodes 2 and 10.

The forwarding load can be read by inspecting the transitions
between columns and keeping track of parent-child relationships in
the various trees. In the single-QDT case (Fig@jeroot node 1
has the highest peak forwarding load, 12 (it forwards each of the 4
queries to its 3 children). In the 4-QDT configuration (Figute
the peak forwarding load is 6 messages, experienced by node 20 (1
message fo)2, 3 for Q3 and 2 forQ.).

Notice that, compared to the single QDT, the 4-QDT configura-
tion decreases both processing and forwarding peak load, which
leads to improved throughput regardless of the concrete values of
the per-query processing and forwarding cost. o

Query Workload. We force the dissemination process to work
under two extreme query types. We construct a familyGivork-
loads{ W/ }1<.<10, €ach consisting df, 000 c-conjunct queries
drawn at random from the space of queries with no match against
the global collection. Similarly, we build the family of workloads
{WZ}1<c<10, €aCh comprising, 000 c-conjunct queries drawn
at random from the space of queries with at least one match in the
collection. We also generate 56, 000-query workloadW? =
UL, wr'. The{Ww[}; workloads increase the overall forwarding
effort by forcing QDTs to send queries all the way to (some) leaves.

Scribe QDTs. Recall from Sectior that, even in multiple-QDT
configurations, the QDTs are isomorphic. We obtain a (unique up
to isomorphism) QDY topology using Scribe. We first convince
ourselves of the faithfulness of the simulation, by generating a fam-
ily of 20 Scribe tree topologies for the same node set (by varying the
order in which the nodes join the network). We observe only non-
essential variations across the family, thus boosting our confidence
that picking any tree in this family is representative of Scribe’s be-
havior. The particular Scribe tree we pick Hag00 leaf nodes and The above considerations suggest comparing configurations by
600 internal nodess levels, average fanout df.7, and a maxi-  their degree of reduction of the peak processing and forwarding
mum fanout ofl01. The fanout features a very skewed distribution, loads. Note, the ideal load balance is achieved when the peak
decreasing from root to leaves (this holds for all 20 Scribe trees we “drops” to the average load, which is measured as the average over
considered). The distribution of the number of nodes per tree level all router nodes.

1to 5 is as follows:1 node (the root)40 (of which 3 are publish- Note that our goal is not merely to achieve balance, as one can
ers),1, 189, 6,163 and2, 607 nodes. We determine the number do so without improving throughput by simply raising the average
of isomorphic copies as in Secti@nWe haveN,. = 600 routers in load. Indeed, as discussed in Sectipnvith increasing numbek

total; among thet0 children of the root37 are routers. We obtain ~ 0f QDTs both kinds of average load increase (though only slightly,
N, =1+ 37 =38 and hencé = LIQ,’TJ =82 = 15. as shown experimentally). This is because routing by smaller query

Fanout-balanced QDTs. We extend our simulation to QDT  blocks results in less pruning, which increases the overall number
topologies not created by Scribe. We consider a topology DT  of messages. Thus, the lowest possible average load occurs in the
that uses the same router and publisher nodes, but eliminates th&ingle-QDT configuration, and represents the ideal target for low-
skewed fanout distribution that is typical of Scribe trees. This is ering the peak load. Since we are interested in closing the gap
beneficial since a node’s fanout influences its forwarding cost. We between the peak load inkaQDT configuration and the ideal peak
first organize thes00 routers into a balanced skeleton tree with load, we report thédeal-to-actual load ratianetric, defined as the
fanout8, where leveldl, 2, 3,4, 5 have, respectivelyi, 8, 64,512 ratio between the peak load in theQDT and the average load in
and the remaining5 nodes. Next, we connect t9e400 publish- the single-QDT configuration.
ers to this skeleton tree, achieving for each node a fanol of
17. There arer5 non-leaf routers in the skeleton tree, and each re- 6. SIMULATION RESULTS
ceivess publishers, for a total fanout a. Among the leaf routers In this section, we explore through extensive simulations the
in the skeleton treet00 receivel7 publishers and 25 receive 16 space of configurations defined by the three dimensions given by
publishers. We determine the numideof fanout-balanced QDTs  the topology of QDTs, number of QDTs, and routing strategies.
in the usual mannetk = [ 1= | = [ 52°| = 66. We confirm empirically that the configuration choices we advo-

Metrics. Our goal is to improve the query throughput of the ~cate achieve near-optimal peak load reduction, and therefore near-
multi-QDT overlay, defined as the number of queries answered per optimal throughput.
time unit. Throughput is a manifestation of two more fundamen- ~ Warm-up: Single-QDT Configuration. In this experiment, we
tal factors, namely the processing and forwarding effort at every confirm that the number of messages reaching the various levels

router. For a given workloadll’, we define theprocessing load in a single-QDT configuration is sufficiently skewed to justify our

at noden, PLoadw (n), as the number of query messages reach- load-balancing efforts, in particular that the routers on the first two
ing n across all QDTs it participates in. Thherwarding loadatn, levels of the tree bear the brunt of the load. For query workloads
FLoadw (n), is the number of query messages leavinglong all W3 andW3", and the Scribe topology QDT we report in Tabl&

QDTs it participates in. Notice that none of the two measures is for every level the total and average number of messages seen by
derivable from the other, sindéLoadw (n) depends om’s fanout its nodes. Notice that the average number of messages per node de-
distribution (over the QDTSs it participates in) and on the amount of creases drastically below the upper two levels. Also notice that, un-
pruning atn. For both load flavors, we define tpeakload, which surprisingly, workloadVy generates more overall messages, since

is the maximum load over all nodes. Clearly, decreasing either or its matching queries undergo less pruning than tho$&4n

both kinds of peak load results in increased throughput. Effect of Number of QDTs. In this experiment, we validate

our method for determining the numbgrof QDTs (recall Sec-



QDT Wy Wy Effect of Static Load Indicators. In the extended versiori g,
#msg.| Avg. # msg. #msg | Avg. # msg. we introduce two load indicators to capture statically the balance

level | per level per node| per level per node degree of &-QDT configuration, and we confirm experimentally
1 5,000 5,000 5,000 5,000 a good correlation with the dynamic query dissemination perfor-
2 200,000 5,000| 200,000 5,000 mance. These indicators measure for each noile average tree

3 173,066 146 | 636,507 535 level, and its average fanout (over all QDTs it participates in).

4 28,509 5 513,464 83 Effect of Routing Strategy. We next compare the routing strate-

5 4,869 2 193,575 74 gies defined in SectioB. For the partially-informed strategy, we
Total | 411,444 - | 1,548,546 - consider the case when publishers maintain thestpppular CDs
Table 3: Messages per Levell = 1, QDT?, fully-informed) for s = 43k, 74k and 124k, corresponding respectivelyl £&7%,

) ) ) ] 2.33% and 3.89% of the total number of CDs in the global col-
tion 3). For workloadiw’ ' and fully-informed routing, we increase lection. We compare the strategies for workidad and QDT,
the numberk of QDT* copies froml to 31. Figure5 shows the  reporting the ideal-to-actual peak load ratio in Figéire
average and the peak load for both processing and forwarding. First, we note that random routing performs worst, closely fol-
lowed by heuristic routing. Both strategies are significantly outper-
formed by the (partially- or fully-)informed ones for eveky> 1
(with the exception ok = 1 when all routing strategies coincide).
The family of informed routing strategies follows a common
trend: with increasing: < 15, the gap between ideal and actual
load shrinks drastically, reaches the sweet spét at 15 and es-
sentially saturates fok > 15 (with a slight increase at = 17
for processing load, due to discussed imbalance introduced by the
wrap-around).
Interestingly, random and heuristic routing behave slightly dif-

60,000 2,500,000

50,000 -

F 2,000,000

40,000 -

r 1,500,000
30,000 -

1,000,000
20,000 -

ing Load (nr. of

F 500,000

Forwarding Load (nr. of messages)

S 10,000
3

’ 1 5 10 15 17 31 ’ ferently: atk = b5, the actual load gets closer to the ideal load
Number of QDTs k than atk = 15. This is caused by the following effect. The more
M Avg processing load M Peak processing load M Avg forwarding load ® Peak forwarding load QDTS’ the more query bIOCkS’ WhICh deCI’easeS the Chance Of aran-
dom pick hitting the most selective block. With increasinghis
Figure 5: Effect of Number of QDTs (W”, QDT®, fully- effect starts generating non-minimal traffic, eventually canceling
informed routing) the load balancing effect. This explains why the random strategy

degrades with increasing The reason the degradation saturates

Notice that with increasing, the gap between the peak load . . . . -
and the average load decrea%es cor?sizerably. The higphest load im> that the number of query blocks cannot increase indefinitely (it

balance occurs fok = 1 as shown in the big gap between the peak must saturate once all blocks become singletons). Heuristic routing

and the average values for both the processing and the forwardin suffers from essentially the same problem: the more blocks we split
9 P 9 % query into, the smaller the variation in block cardinality. Recall

load. As predicted by our analysis in Sectigrk = 15 is indeed that, for same-cardinality query blocks, heuristic routing degener-

the “sweet spot” where the minimum gap is measured. Increasing ' ! : ;

k to 17 increases this gap. This is because the two additional cyclic ates t.o random. In contra}st, for the informed rogtlng family, the

permutations cause a “wrap-around” of the routers from the top experiments show t_hat_ t.h's nega_tlve effect remains subtle, being
canceled out by the judicious choice of selective query blocks.

two levels of QDT to the top two levels of QDf; and QDT Finally, we get very close to the benefits of fully-informed rout-

and thus introduce load imbalance. Also note that there is no pointirl in nedligible space overhead. by maintaining the frequency for
in looking at strict multiples ot%J beyondk = 15, as they cost 9 g'g P » DY 9 9 Y

more overlay maintenance overhead without bringing the peak load ?g{%é;gﬂ f;iirggﬂn-iiﬁ?g;?egfrit ticr:ledv;—rhtizeortESeLrjlgr:gaorigy
any closer to the average load. P Y 9 9Ies.

. . . . Effect of QDT Topology. We repeated all above experiments us-
Finally, we observe that the negative effect of increasing overall . :
number);f messages with increas%goes occur: the averagge pro- ing the fanout-balanced QDT topology QBTobserving the same
- = o P trends as for the Scribe topology QDT We do not report the
cessing load is indeed the lowest for= 1 since routing is done

using with all conjuncts, thus benefiting from maximum routing g:zt?l"tii :;((e)?']l::lt:rif;)gria;(;v(\jfeesr??ﬁ:.S(l:rr]isl;:-adénvev[(‘eatseudmarrr]]gr:ffg flgn-cr)i-t-
selectivity. However, the increase is very slow when compared to P 9

the decrease in peak load. The negative effect of average load in'\?végra;(?g:g;?(zgg{h;eflli?v.?ntfgrtrgzgi?ukﬁIr?agt:aetiucm\jvr; ST](C)):thl}’Jery
crease is outweighed by that of peak load reduction, as shown by. y-in 9 .

- ideal-to-actual peak load ratio factor for the appropriate number of
the closing gap between peak and average loads.

S B
We observe this behavior more accurately in terms of the ideal- QDTs (15 for QDT" and66 for QDT™).

to-actual peak load ratio, which for increasikgapproaches the ideal-to-actual peak Scribe fanout-balanced
ideal valuel. For example, the ideal-to-actual peak load ratio for load ratio QDT k=15 | (QDT®) k = 66
the same values df as in Figure5 are, respectively6.42, 1.85, processing 1.21 1.18
1.49, 1.21, 1.44 and1.20. forwarding 9.3 23

Figure5 shows the same trend for the forwarding load, with the
only difference that, while the gap of peak and average loads de-  Table 4: Effect of QDT Topology (W, fully-informed)
creases with growing < 15 and saturates ondeexceedd 5, we Notice that both topologies come within reach of the ideal load
remain far from the ideal reduction (for which the ideal-to-actual reduction (when the ideal-to-actual load ratiol)sfor processing
load ratio is1). This is explained by the forwarding load’s correla- load. However, for forwarding load the Scribe topology misses
tion with the node fanouts and the fact that Scribe builds trees with the ideal by an order of magnitude, whereas the fanout-balanced
highly skewed fanout distribution. topology only by a factor oR.3. The main reason not even the



Ideal-to-actual peak load ratio Query dissemination in P2P networks. Recently there has

7.00 been a large body of work that focuses on finding only the peers
6.00 N with relevant data to a user’s query. These methods construct data
5.00 summaries at nodes and use them as routing indices (Elg9])

2.00 e to disseminate the query in the network toward the relevant pub-
2.00 lishers. These works are not focused on publisher anonymity.

.00 w Replication based approachesOne way to increase data avail-
ability and to balance the load, and therefore to improve the system

o0 throughput is to replicate all or parts of the data (or indices of it)

0.00

. s 1 ae 4 e redundantly at the router node7[ 20]. Disseminating queries to
Number of QDTs k publishers in such a scenario is simple since each such router has
—e—fully informed —i—3.89-informed —a—2.33-informed global inforr_nati_on. This however_means that _compromising a sin-
—<1.37-informed —e—heuristic —i—random gle router will violate the anonymity of all publishers.

Partitioning-based approaches. An alternative way to lever-
age the distributed computational power is based on partitioning
Ideal-to-actual peak load ratio the data across the peers. The publ_i_she_rs and the consumers do not
120.00 need to know the details of the partitioning scheme to send data or
queries. The network takes care of identifying the relevant match-
ing data to the queries. Our approach is partition based.
80.00 DHT based. A partition-based solution to building routing in-

60.00 dices that is popular among structured P2P networks is to leverage
20.00 M distributed hash tables (DHTs). A DHT provides a distributed log-
000 ical abstraction of object identifier lookups (e.g. filename lookups)
’ over the physical underlap, 39, 1, 4, 23, 34]. A follow-up body
0.00 ‘ ‘ ‘ ‘ ' ‘ of work builds hierarchies of overlays based on DHTs. To improve
' ° o * v = locality, the hierarchies are created based on the document content
similarities Q] or on the nodes proximity in the network to mini-

mize latency 88, 29, 21]. However, DHTs are inappropriate for the

(a) Processing load.

100.00

Number of QDTs k

—o—fully informed ——3.89-informed —#—2.33-informed

T hznfermed e heunste Trendom problem we study, since DHT nodes maintagmpleteknowledge
(b) Forwarding load. of all the publishers that advertise specific data items. An attacker
can gain global publisher information for specific CDs by simply
Figure 6: Effect of Routing Strategy (#", QDT?) compromising the responsible DHT node. In contrast, no UQDT

QDT topology reaches the ideal forwarding load reduction is the node maintains knowledge about the publishers of any data item.

inherent imbalance between the number of routers and publishers: Other routing strategies..Our load balancing technique applies
the perfect configuration consists of a perfectly balanced tree Whoseto. any ttrr? N goptoltogy,l and fls ZQmpIe_meptary to resggrch ?n deter-
internal nodes are routers and whose leaves are publishers. We dighining the best topology for dissemination (e.9. s&b, L.0] for

not simulate such a configuration because in practice we have notreﬁ'fhﬁpfd I:g';!?d'fes that r?r'edn?tthD HTr'bSISi?)' f routin th
control over the numbers of routers and publishers. oloniart a itoura€] consider the problem of routing pa

Our experiments confirm that fanout-balanced topologies result queries (r)]v.er ;cqerr:a-less XN:L doDc$menft§ n at‘ p2pP .sti/]stt;]em.tt'rhelr
in improved forwarding load reduction over Scribe topologies with- approach Is similar to our sing ?'Q configuration, wi e atten-
out sacrificing processing load reduction. The benefit of using dantllmlta_tlons, and ourtechnn_que for maximizing throughput h_as
Scribe is of logistic nature, as it comes off-the-shelf with the over- the potential to b_e useful for this problem as well. At t_he oppo_sne
lay maintenance functionality. An advantage of our solution is its spectrum, .1’9] bU|Id_s a QD.T for each published data item which
generality; it assumes no control over the shape of the QDT, focus- cr?n somletmgies bim:jpramcﬂgue to ;he Ia[)g:err:umber of CDs. Both
; o : . ' these related works do not address the publisher anonymity issue.
ing on extracting the performance inherent in the topology. P2P publish/subscribe. A complementary problem is that of
7. RELATED WORK distributed publish/subscribe, wherein query subscriptions from u-
sers are maintained in a distributed index structure, and data items
are disseminated to subscribers when they are published. Various
multicast techniques are used for disseminat@ng]. Although
uer constructed for a different goal, we show how off-the-self multicast
AU€Y Seribe trees for data dissemination can be used for QDTs.
Mediation approach. In the mediator approach the data resid- . Content-based p_ublish/sub_scribe approaches matc_h t_he entire_ pub-
ing with different publishers in the network is collected and ac- lished content against (possibly aggr_egatec_i) sub_scn_pﬂon queries.
cessed via a single site, also called the mediator. This architectureﬁ)gtzzdaixggﬁle :Jsblios 'r\:grx IEﬂf;cvr\:hﬁ)rjt”e]ram(i:isnizmlsn?g?g;cieil]ster-
is the standard for most of the current search engines and online P o h
hosted communities. Our focus on publisher anonymity makes face an aggregate subscription (XML quer_y) that summarizes all
the centralized architecture less than ideal, since publishers neecfhe s_ubscrlptlons downstream along that interface. A published

data item starts from the root (the publisher), and gets forwarded

to trust the mediator when registering their data with it (or when to downstream interfaces whose corresponding aggregate subscrip-
allowing crawlers to collect their data). Moreover, the central point tions match the data item. Chand and Feldrtake a similar

of access to data is vulnerable to censorship attacks (governments

have been known to press search engines to not return query an_approach. SemCas]] aggregates subscriptions in a centralized

swers on certain political hot topics, and to turn over their records). way using a cost-based model.

To provide high throughput and scalable search over distributed
content we identify three research directions related to our work,
mainly, mediation based, replication based, and partitioning based
solutions. We analyze each of them in terms of efficiency,
power expressivity and publisher anonymity.



Censorship resistanceMost of the existing censorship-resistant
systems including Free Haveh7], Publius B6], and Tangler 35|
are based on anonymizing the communication, and therefore anonyia2]
izing the end-to-end communicating entities (Tb8][ Freenet §],
etc.) Thisis usually done by using proxy based services with DHTs
(e.g., Anonymizer.com), or using servers to encrypt and route the 13]
traffic through established anonymous tunnels over the other nodes. D. Srivastava, and K. Yocum. XTreeNet: Democratic Community
Note that both DHTs and encryption/routing servers need to be Search. InVLDB (Demo), 2008.
trusted by publishers. These anonymization techniques can be used4] L. Denoyer and P. Gallinari. Wikipedia XML corpus. 81GIR 2006.
as a complementary measure together with UQDTs. The advantagg15] Y. Diao, S. Rizvi, and M. Franklin. Towards an interrseiale XML

of UQDTs is that they do not require publishers to trust them. dissemination service. MLDB, 2004.
[16] R. Dingledine, N. Mathewson, and P. Syverson. Tor: The
8. CONCLUSION

second-generation onion router. WSENIX 2004.
[17] R. Dingledine, M.J. Freedman, and D. Molnar. The freegmav

The dawn of the age of online communities poses the challenge project: Distributed anonymous storage servicdnternational
of empowering information publishers to join democratic commu- Workshop on Designing privacy enhancing technolqd2é91.
nities and query their global data collection in an ad-hoc fashion. [18] L. Fan, P. Cao, J. Almeida, and A. Broder. Summary Cache: A
We present an infrastructure that meets this challenge by allowing ~ Scalable wide-area web cache sharing protocdEEE Transactions
data to reside with its owners and by supporting queries against 1 Networking8(3), 2000. _ _
all data collection with no need for any trusted central authority, (19] \\/(V‘Zienner' M. Rab'r_'OV'Ch’ K. K. Ramakrishnan, D. Sriastand

. e . . . . Zhang. XTreeNet: Scalable overlay networks for XML carite
which disintermediates publishers from consumers. These queries  gissemination and querying. In WCW, 2005.
are evaluated by dissemination to relevant publishers using a dis-20] . Galanis, Y. Wang, S.R. Jeffery, D.J. DeWitt. Locatidata sources
tributed index structure. Our solution precludes third parties from in large distributed systems. Wi.DB, 2003
learning the exact publisher—-CD associations, guaranteeing pub-[21] P. Ganesan, K. Gummadi, and H. Garcia-Molina. Canon in oNMa
lisher k-anonymity (i.e. for every CD, there are at leagpossible Designing DHTs with hierarchical structure. I@DCS 2004.
publishers) even if nodes of the dissemination index, or peer pub- [22] O. Goldreich, S. Micali, and A. Wigderson. How to play AN
lishers are compromised. - r':/lwe:tal gam\]eiv:mHC'\ﬂ Cotmferciqnc't_a| on;hso;ysfsomguigﬁllzs{ .

Technically, our approach is dual to the conventional work on - narren, J.M. Rellerstein, k. Huebsch, 5. 1. L0, Sebker, an
data dissemination. Our contributions towards efficient query dis- :;t,gg gb%g.rnplex queries in DHT-based Peer-to-Peer nesvar
Semi.nation. range from identifying the deslign space (Wit,h its trqde- [24] J. M. Hellerstein, J. F. Naughton, and A. Pfeffer. Gatieed search
off dimensions, relevant metrics, and notion of optimality), to in- trees for database systemsMhDB, 1995.
troducing solutions that achieve near-optimality with low overhead. [25] H. Jagadish, B.C. Ooi, K.L. Tan, Q.H. Vu, and R. Zhang TBAN*:

Partially-informed routing emerges as the best-value strategy, Speeding up search in peer-to-peer networks with a multitvessy
with low space overhead to yield the same benefits as fully-informed structure. InNSIGMOD, 2006.
routing. The solution exp|0its Crucia”y the dual role of QDTS, G. Koloniari and E. Pitoura. Content-based rOUtingmeerieS in
deploying them as both query and statistics dissemination trees. __ Peer-to-peer systems. EDBT, 2004.
While we show that fanout-balanced topologies are closest to opti-
mal, an advantage of our solution is its generality, in that it focuses

[27] D. Lomet. Replicated indexes for distributed dataPDIS, 1996.
[28] A. Manijhi, V. Shkapenyuk, K. Dhamdhere, and C. Olstomding
on extracting the performance inherent in any given topology.
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